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upon the surface drag. The zonal available potential energy (AZ) also increased as the 
drag was reduced. However, KE and other measures of eddy activity such as the poleward 
eddy temperature flux declined as the drag was reduced. The poleward temperature 
gradients for the longest values of z, were close to those of the equilibrium state. This 
result is confirmed by Fig. 7(b) which shows the mean values of the conversions from 
eddy available potential energy AE to KE (CE), and from KE to KZ (CK) as a function of 
zD. CE (which is proportional to [o* P] and may be considered as a measure of baroclinic 
instability) decreased as Z, increased. At the same time, CK remained nearly constant 
for zD up to 10 days and then fell, albeit more slowly than CE, as the eddy activity was 
quenched. Thus, as the dissipation acting upon the eddies was reduced, the net input of 
energy into KE declined sharply resulting in a reduction of all measures of eddy activity. 
For zD = 250 days, the values of CE and CK were nearly balanced. The drag was so slight 
that there was scarcely any direct dissipation of KE; rather, it was converted to some 
other form of energy in order to maintain a steady state. 
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Figure 8. Variation of AZ with time for runs D1, D10 and D250. 
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potential energy is split into components proportional to the horizontal and vertical 
temperature variances. For the purpose of this paper we shall consider only that com- 
ponent based upon the poleward temperature gradient; it is more or less identical to the 
usual quasi-geostrophic zonal available potential energy, as suggested by Lorenz (1955). 

Figure 7(a) shows that KZ increased steadily as the drag was reduced. This result is 
to be expected, since the dissipation of the barotropic part of the flow depends directly 
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Figure 7.  (a) Variation of the time-averaged AZ, KZ and KE with the drag timescale q,. ( b )  Variation of the 
time-averaged conversions CE (eddy available potential energy to eddy kinetic energy) and CK (eddy to zonal 

kinetic energy) with the drag timescale. 
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1.  shear deforms the growing unstable mode

2.  if               , normal modes change significantly

3.  NO shear     instability optimally extracts energy

4.  so with shear, energy conversion must decrease

Think about this

1248 I. N. JAMES and L. J. GRAY 

to each other with no possibility of wave propagation to maintain a constant relative 
phase. It follows that any wavelike disturbance will tend to be deformed by the horizontal 
shear at a rate [u],. If this rate substantially exceeds the baroclinic growth rate given by 
Eq. (9, then the structure of the normal mode will perforce have to adjust significantly 
to the shear. Since the phase tilts of the most unstable Eady wave are nearly optimally 
configured for baroclinic energy conversion, any rearrangement of this structure is likely 
to lead to slower growth rates. Comparing [u], and q,  we are led to conclude that the 
growth rate of unstable normal modes will be reduced appreciably when 

[4,I[ulz 2 0.31fIN (6) 
that is, when the isotach slope is steeper than O(f /N)  over most of the baroclinic 
region. A comparison of the zonal flow cross-sections in Figs 2 and 6 shows that this is 
approximately true for the runs presented in this paper. It is also true for the final states 
of the lifecycle experiments (Simmons and Hoskins 1978,1980; James and Hoskins 1985). 

Attempts to parametrize the effects of baroclinic waves in, for example, calculations 
of the effect of dynamical transports on the structure of planetary atmospheres (Stone 
1972) generally do so in terms of the horizontal and vertical temperature gradients, and 
neglect barotropic effects such as we have described. Yet even when the drag was large, 
only part of the stabilization of the time mean flow could be accounted for by smaller 
temperature gradients and higher static stability. Our results emphasize that such studies 
lead at best to an upper bound upon eddy heat transports, a bound which may easily be 
unhelpfully larger than the actual heat transport. 

Figure 14 illustrates our conceptual model of the ‘barotropic governor’; that is, of 
the way in which a long-term, forced baroclinic integration achieves a statistically steady 
state in terms of its energetics. Initially, as in the lifecycle experiments, rapid conversions 
from AZ to KE result in a vigorous outburst of eddy activity. In consequence, large 
conversions of KE to KZ take place which in the lifecycle experiments result in the decay 
of the eddies. When, as in our simulations, a forcing term maintains AZ, this does not 
happen. On the timescale of 10-20 days, eddy conversions are maintained at high levels. 
But as the KE to KZ conversion continues, an appreciable barotropic component is added 
to the mean zonal flow which then becomes, perhaps by a mechanism such as that 
discussed above, more stable to baroclinic conversions. The level of eddy activity declines 
and reaches its final steady state after 100 days or so. It is interesting to note that this 

Figure 14. Schematic diagram of the ‘barotropic governor’. Energy conversion into KE and eventually KZ is 
balanced by drag. However, the vigour of baroclinic conversions are reduced as KZ increases due to strong 

horizontal shears inhibiting the baroclinic instability process. 
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2.3 The Young model (periodic shear)
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ŷ

ẑ
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diagnostic eqns

with  
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ei(kx+`y)+�t + = � = �(k, `)

eigenvalues
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Can add beta
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Figure 2: Growth rate s = kci as function wavenumber, (k, l), for four values of drag µ
(indicated in top-left corner of each panel). Other parameter values are α1 = 8/9 and
U = 5β/(α2m2

R). The maximum growth rate is indicated at the bottom of each panel and
there are six evenly spaced contours between zero and max(s). In the top left panel, with
µ = 0, there is both a high and low wavenumber cut-off. In the other panels, with µ ̸= 0, the
low wavenumber cut-off is unchanged at m = m⋆, but there is no high wavenumber cut-off. Fig1
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Add shear, and stir…
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Add shear, and stir…

bifurcation in 
modal structure



Add shear, and stir…
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Energetics
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energy given up 
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What we learned

• the presence of barotropic shear decreases 
baroclinic growth rates

• … but does NOT change conditions for 
stability

• eddy extracts potential energy, but 
sacrifices kinetic energy



More questions

• what do the modes look like when there is 
no channel?

• how do we go from 

• other work?

to



thanks



What if I don’t like the channel?

with U(y) = (S/`) cos `y

try periodic boundary conditions
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