
Parametrization of eddy fluxes in 
Eulerian formulation (Gent-McWilliams)

Paola Cessi
Scripps Institution of Oceanography 
University of California, San Diego

With help from Cesar Rocha and Vallis’s book 
(2nd ed.)

Atmospheric and Oceanic 
Fluid Dynamics 
  

                 Geoffrey K. Vallis



:  form-stress⇣ 0m0
x

⇣ 0 ⇣ 0

6. The TWA equations of motion

We now proceed with averaging the equations of mo-
tion in b coordinates. Following the discussion of kine-
matics in section 3, the average of the thickness equation
(110) is (68). The average of the hydrostatic relation (109)
is just z 5 2 m ~b, with s 5 z ~b 5 2 m ~b ~b.

To average the horizontal momentum equations (107)
and (108), one first multiplies by s. The identity

sm~x 5 2m ~b ~bm~x (118)

5 (zm~x) ~b 1
1

2
z2

! "

~x
(119)

is key in dealing with the pressure gradient. Averaging
(119) and using the mean hydrostatic relation, one has

sm~x 5 sm~x 1 (z9m9~x)~b 1
1

2
z92

! "

~x
. (120)

Dividing (120) by s and using (53) to recognize a diver-
gence results in

s21sm~x 5 m~x 1 $ ! s21 1

2
z92e1 1 z9m9~xe3

! "
. (121)

The hydrostatic relation z 1 m ~b 5 0 is used at several
points in the manipulations above and is therefore es-
sential to TWA.

The identity (121) and application of (80) to sDu/Dt
and sDy/Dt results in the TWA momentum equations,

DYû

Dt
2 f ŷ 1 m~x 1 $ ! Eu 5 X̂ (122)

and

DYŷ

Dt
1 f û 1 m~y 1 $ ! Ey 5 Ŷ. (123)

The convective derivative DY/Dt above is defined in (76),
and the EP vectors Eu and Ey are

Eu 5
def

Ju 1 s21 1

2
z92e1 1 z9m9~xe3

! "
(124)

and

Ey 5
def

Jy 1 s21 1

2
z92e2 1 z9m9~ye3

! "
, (125)

where Ju and Jy are defined via (81). In the adiabatic
case (with - 5 0) the flux vectors Ju and Jy involve only
e1 and e2, and therefore Ju and Jy lie in a bY surface.

Thus, on the right of (124) and (125) only the terms
proportional to e3 5 sk transport momentum through bY

surfaces. This is the ‘‘inviscid pressure drag’’ identified
by Rhines and Holland (1979), or ‘‘form drag.’’

In de Szoeke and Bennett (1993) and Greatbatch and
McDougall (2003), the thickness-weighted velocity is
advected by the thickness-weighted velocity, and there-
fore these are probably the closest antecedents of the
thickness-weighted momentum equations (122) and
(123). An advantage of the form in (122) and (123) is
that the eddy forcing appears as the divergence of the
three-dimensional Eliassen–Palm flux vectors Eu and Ey.

a. The Rossby–Ertel PV equation

Following the same steps used to derive the unaver-
aged PV equation (115), one finds from the averaged mo-
mentum equations, (122) and (123), as well as from the
averaged thickness equation (68), that

DYPY

Dt
1 $ ! FY 1 $ ! GY 5 0, (126)

where

PY 5
def f 1 ŷ~x 2 û~y

s
(127)

is a form of the Rossby–Ertel potential vorticity. In (126)
the diabatic terms appear in

sGY 5
def

2[(Ŷ 2 ŷ ~b-̂)e1 2 (X̂ 2 û ~b-̂)e2] 2 s-̂PYe3;

(128)

GY is the analog of the unaveraged G in (117). Also in (126)

FY 5
def

s21($ ! Ey)e1 2 s21($ ! Eu)e2 (129)

is the eddy flux of PY.
Taking the dot product of (129) with e1 5 i and e2 5 j

expresses the EP divergences in terms of components
of the PV eddy flux FY. Thus, the TWA horizontal mo-
mentum equations can be written as

û~t 1 -̂û ~b 2 sŷPY 1 m 1
1

2
û2 1

1

2
ŷ2

! "

~x
5 X̂ 1 sj ! FY

(130)

and

ŷ~t 1 -̂ ŷ ~b 2 sûPY 1 m 1
1

2
û2 1

1

2
ŷ2

! "

~y 5 Ŷ 2 si ! FY.

(131)
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Dt
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û2 1

1

2
ŷ2
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~y 5 Ŷ 2 si ! FY.

(131)

MAY 2012 Y O U N G 703

𝓔

𝓔

𝓕

𝓕
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On a constant buoyancy surface 

Form-stress transfers momentum vertically (or across buoyancies)
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Using residual velocities in a prognostic model: 
cartesian coordinates

problem from the approximations employed by Ferreira
and Marshall to derive a residual-mean system. Finalizing
the divorce by systematically deriving a totally residual-
mean formulation of the Boussinesq primitive equations
is the goal of this article.

The key step is averaging the equations of motion
in buoyancy1 coordinates, using an average weighted
by the ‘‘isopycnal thickness.’’ We refer to this as the
thickness-weighted average (TWA) formulation. The re-
sulting exact description assumes neither small-isopycnal
slope, rapid rotation, weak eddies, nor small diabatic ef-
fects. For example, the TWA formulation applies equally
well to nonrotating fluids, provided only that the strati-
fication is stable.

With hindsight, some of the ingredients in the TWA
formulation (e.g., the definitions of bY and wY below) are
already contained in de Szoeke and Bennett (1993),
Smith (1999), and Greatbatch and McDougall (2003). A
main point of de Szoeke and Bennett is that the Osborn–
Cox relation between diabatic density flux and molec-
ular dissipation actually provides the diapycnal (rather
than vertical) flux of density (see also Winters and
D’Asaro 1996). This is a second potent reason for using
the TWA formulation.

In section 2, we review the kinematic problem of
transforming from Cartesian coordinates (x, y, z, t) to
buoyancy coordinates (~x, ~y, ~b, ~t ). In this framework the
depth of a buoyancy surface, z 5 z(~x, ~y, ~b, ~t ), is an in-
dependent variable and

s 5
def

z ~b (1)

is the isopycnal ‘‘thickness.’’ Some new formulas pro-
viding the b-coordinate representation of gradient,
divergence, and curl are obtained: (53) is particularly
useful. In section 3, we review the thickness-weighted
average, which is used to define the horizontal compo-
nents of the residual velocity as

(û, ŷ) 5
def

(su, sy)/s (2)

(Andrews 1983; de Szoeke and Bennett 1993). The over-
bar above denotes an ensemble average in buoyancy
coordinates over realizations of the eddies. The third
component of the three-dimensional incompressible re-
sidual velocity uY is not the thickness-weighted average ŵ:

instead, using the standard Cartesian basis vectors (i, j, k),
the nondivergent residual velocity is uY 5 ûi 1 ŷj 1 wYk;
the vertical component wY is defined in terms of the av-
erage depth of an isopycnal surface z(~x, ~y, ~b, ~t ) by (73).
The ‘‘averaging identities’’ (72), (80), and (83) are key
results in section 3.

Sections 5 and 6 turn to dynamics by starting with the
hydrostatic equations of motion, written in b coordi-
nates. After a thickness-weighted average, the equations
of motion are transformed into Cartesian coordinates,
(x, y, z, t). In the adiabatic case, this results in the Car-
tesian coordinate TWA system:

ût 1 ûûx 1 ŷûy 1 wYûz 2 f ŷ 1 pY
x 1 $ ! Eu 5 0, (3)

ŷt 1 ûŷx 1 ŷŷy 1 wYŷz 1 f û 1 pY
y 1 $ ! Ey 5 0, (4)

pY
z 5 bY, (5)

ûx 1 ŷy 1 wY
z 5 0, (6)

bY
t 1 ûbY

x 1 ŷbY
y 1 wYbY

z 5 0. (7)

The variables pY, bY, and wY are defined in terms of the
mean depth of buoyancy surface, z(~x, ~y, b, ~t ) [e.g., as in
(59) and (73)]. The field bY(x, y, z, t) is equal to the value
of the buoyancy surface whose average depth is z.

The eddy forcing of the TWA system above is con-
fined to the horizontal momentum equations and is via
the divergence of the three-dimensional Eliassen–Palm
(EP) vectors Eu and Ey, defined in (124) and (125). These
EP vectors are second-order in eddy amplitude and there
is a three-dimensional generalization of Andrews’s (1983)
finite-amplitude zonal-mean EP theorem.

If the superscripts ^ and Y are dropped, then, apart
from the EP divergences $ ! Eu and $ ! Ey, the TWA
system (3)–(7) is identical to the primitive equations.
Thus, the eddy parameterization problem devolves to
relating the EP divergences to residual-mean quantities
so that (3)–(7) is closed. Parameterization is not a main
focus of this article. However, an important clue is pro-
vided by the relation between the divergence of the EP
vectors and the eddy flux of the relevant form of Rossby–
Ertel potential vorticity (PV), which is

PY 5 ûzbY
y 2 ŷzbY

x 1 ( f 1 ŷx 2 ûy)bY
z. (8)

Specifically, in the adiabatic case

PY
t 1 ûPY

x 1 ŷPY
y 1 wYPY

z 1 $ ! FY 5 0, (9)

where the eddy PV flux is

1 We use the Boussinesq approximation with a linear equation
of state. The buoyancy b is defined in terms of the density r as
b 5

def
g(r0 2 r)/r0, where r0 is the constant bulk density of the

ocean. Thus, buoyancy coordinates are essentially the same as
isopycnal coordinates.
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(1) Only residual velocity appears.

(2) All tracers are advected by the 
residual velocity.

(3) Eddy effects are confined to the 
momentum equations, and appear in 
EP vectors.

and
z = ζ̄

(
x̃, ỹ, b♯ (x, y, z, t) , t̃

)
. (60)

It is b♯ that serves as the buoyancy variable in the TWA
formulation.

To understand b♯, consider an Eulerian observer E at
a fixed position x = xi + yj + zk. E is always at the
mean depth of some buoyancy surface, and from (60) that
surface is b̃ = b♯(x, y, z, t).

The analog of (27) is

σ̄ = ζ̄b̃ = 1/b♯
z . (61)

To prove (61), one simply takes the z-derivative of (60).
Likewise one can verify that results such as (28) apply to
averaged variables provided that all ζ’s and σ’s are replaced
by ζ̄ and σ̄, and all b’s are replaced by b♯.

With the exception of the passive scalar equation (16),
all the important results from section 2 can be averaged
simply by appropriately decorating the variables i.e., we
are not troubled by eddy correlations till we consider the
averaged passive scalar equation in (89) below.

For example, the vectors ēj are defined by averaging ej

in (39) through (41):

ē1 = i + ζ̄x̃k = i − b♯
xk/b♯

z , (62)

ē2 = j + ζ̄ỹk = j − b♯
yk/b♯

z , (63)

ē3 = σ̄k = k/b♯
z . (64)

There are no eddy correlations introduced by averaging the
ej basis vectors in b-coordinates. Note too that the vectors
ē1 and ē2 in (62) and (63) are tangent to b♯-surfaces i.e.,
after averaging b♯(x, t) plays the role of b(x, t).

b. The thickness-weighted average

If θ(x̃, ỹ, b̃, t̃) is any field, then the thickness-weighted
average of θ is:

θ̂
def
=

σ θ

σ̄
. (65)

For instance, the thickness-weighted average velocity com-
ponents are

σ̄û = uσ , and σ̄v̂ = vσ . (66)

Following Andrews (1983), we refer to û and v̂ as the resid-
ual velocities.

One must be sensitively aware that the thickness-weighted
averageˆdoes not satisfy property (57) i.e., ∂̂xu ̸= ∂xû. Be-
cause ûx is ambiguous, we adopt the definition

ûx
def
= ∂xû , v̂t

def
= ∂tv̂ , etc. (67)

That is, first take the thickness-weighted average, and then
the derivative.

The advantage of the thickness-weighted average is im-
mediately clear if one averages (37) to obtain:

σ̄t + (ûσ̄)x̃ + (v̂σ̄)ỹ + (ϖ̂σ̄)b̃ = 0 . (68)

There are no Reynolds eddy correlation terms in (68).

c. The thickness-weighted decomposition

Using the average, any field θ can be Reynolds decom-
posed as θ = θ̄ + θ′. Indeed, the decomposition

ζ = ζ̄ + ζ′ , and σ = σ̄ + σ′ , (69)

is used throughout the TWA formulation. However for all
other variables de Szoeke & Bennett’s (1993) thickness-
weighted decomposition

θ = θ̂ + θ′′ (70)

is more useful.
Equation (70) is a definition of the fluctuation θ′′. As

a consequence of (55) through (65) one has4

σ θ′′ = 0 . (71)

The decomposition (70), and the identity in (71), results
in the key relation

σφθ = σ̄
(
φ̂θ̂ + φ̂′′θ′′

)
. (72)

d. The three-dimensional residual velocity

In (66) we defined two components of the residual ve-
locity. In analogy with (33), the third component is

w♯ def
= ζ̄t̃ + ûζ̄x̃ + v̂ζ̄ỹ + ϖ̂ζ̄b̃ , (73)

(de Szoeke & Bennett 1993). Notice that w♯ ̸= ŵ. In fact
w♯ is not the average of any field5. Using w♯, the three-
dimensional residual velocity is

u♯ def
= ûi + v̂j + w♯k , (74)

= ûē1 + v̂ē2 + σ̄−1
(
ζ̄t̃ + ϖ̂ζ̄b̃

)
ē3 . (75)

One can verify that ∇ ·u♯ = 0 using either ∇· in Cartesian
coordinates, or more readily with the buoyancy-coordinate
formula in (53) (with σ → σ̄ and en → ēn).

u♯ = ûi + v̂j + (z̄t + ûz̄x + v̂z̄y)︸ ︷︷ ︸
=w♯

k

4The unweighted average of θ′′ is nonzero: σ̄θ′′ = −σ′θ′
5The superscript ♯ flags non-mean fields, such as b♯ and w♯, that

play in the mean-field equations.

6

The residual 
velocity is:

û =
�u

�
� =

1
bz

There are no eddy correlations introduced by averaging
the e1 basis vectors in b coordinates. Note too that the
vectors e1 and e2 in (62) and (63) are tangent to bY sur-
faces; that is, after averaging bY(x, t) plays the role of
b(x, t).

b. The thickness-weighted average

If u(~x, ~y, ~b, ~t ) is any field, then the thickness-weighted
average of u is

û 5
def su

s
. (65)

For instance, the thickness-weighted average velocity
components are

sû 5 us, and sŷ 5 ys. (66)

Following Andrews (1983), we refer to û and ŷ as the
residual velocities.

One must be sensitively aware that the thickness-
weighted average caret does not satisfy property (57):
that is, d›xu 6¼ ›xû. Because ûx is ambiguous, we adopt
the definition

ûx 5
def

›xû, ŷt 5
def

›tŷ, etc. (67)

That is, first take the thickness-weighted average and
then the derivative.

The advantage of the thickness-weighted average is
immediately clear if one averages (37) to obtain

s~t 1 (ûs)~x 1 (ŷs)~y 1 (-̂s) ~b 5 0. (68)

There are no Reynolds eddy correlation terms in (68).

c. The thickness-weighted decomposition

Using the average, any field u can be Reynolds de-
composed as u 5 u 1 u9. Indeed, the decomposition

z 5 z 1 z9 and s 5 s 1 s9 (69)

is used throughout the TWA formulation. However, for
all other variables the de Szoeke and Bennett (1993)
thickness-weighted decomposition

u 5 û 1 u0 (70)

is more useful.
Equation (70) is a definition of the fluctuation u0. As

a consequence of (55)–(65), one has4

su0 5 0. (71)

The decomposition (70), as well as the identity in (71),
results in the key relation

sfu 5 s(f̂û 1 df0u0). (72)

d. The three-dimensional residual velocity

In (66) we defined two components of the residual
velocity. In analogy with (33), the third component is

wY 5
def

z~t 1 ûz~x 1 ŷz~y 1 -̂z ~b (73)

(de Szoeke and Bennett 1993). Notice that wY 6¼ ŵ. In
fact, wY is not the average of any field.5 Using wY, the
three-dimensional residual velocity is

uY 5
def

ûi 1 ŷj 1 wYk (74)

5 ûe1 1 ŷe2 1 s21(z~t 1 -̂z ~b)e3. (75)

One can verify that $ " uY 5 0 using either $" in Car-
tesian coordinates or more readily with the buoyancy–
coordinate formula in (53) (with s / s and en / en).

Proceeding with this program, the convective deriva-
tive following the residual velocity uY is

DY

Dt
5
def

›~t 1 û›~x 1 ŷ›~y 1 -̂›~b (76)

5 ›t 1 û›x 1 ŷ›y 1 wY›z. (77)

The results above are analogous to the unaveraged con-
vective derivative in (34) and (35).

To summarize, suppose one starts in z coordinates
with u and b satisfying (14) and (15). One then transforms
to b coordinates, takes the thickness-weighted average,
and then moves back to z coordinates. When the dust
settles, the variables in z coordinates are uY(x, y, z, t)
and bY(x, y, z, t), satisfying the analogs of (14) and (15):
namely,

$ " uY 5 0 (78)

and

bY
t 1 uY " $bY 5 -̂. (79)

If the flow is adiabatic (-̂ 5 0) and steady (zt 5 0), then
from (75) the residual velocity uY lies in a bY surface.

4 The unweighted average of u0 is nonzero: su0 5 2 s9u9.

5 The superscript Y flags nonmean fields, such as bY and vY, that
play in the mean-field equations.
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diabatic effects

An eulerian observer at (x,y,z,t) is 
at the mean depth z of some 

buoyancy surface.  This defines

or as

q = (q + sζx̃)︸ ︷︷ ︸
=q1

e1 + (r + sζỹ)
︸ ︷︷ ︸

=q2

e2 + σs︸︷︷︸
=q3

e3 . (49)

An important result follows from the special case q = u:
using the thickness equation (37) the contravariant repre-
sentation of u is

u = ue1 + ve2 + σ−1
(
ζt̃ + ϖζb̃

)
e3 . (50)

σ

c. Gradient and divergence

A scalar field f can be written as either f(x, y, z, t)
or f(x̃, ỹ, b̃, t̃). In Cartesian coordinates the gradient is
∇f = fxi + fyj + fzk. Using (38), and the definition
of the basis ej in (39) through (41), one has the natural
covariant representation of the gradient

∇f(x̃, ỹ, b̃, t̃) = fx̃ ∇x̃ + fỹ ∇ỹ + fb̃ ∇b ,

= fx̃ e1 + fỹ e2 + fb̃ e3 . (51)

q = q1e
1 + q2e

2 + q3e
3

Turning to the divergence, if a vector field q is presented
in the ej-basis as

q = q1e1 + q2e2 + q3e3 , (52)

then the divergence is

∇ · q = σ−1
(
σq1
)
x̃

+ σ−1
(
σq2
)
ỹ

+ σ−1
(
σq3
)
b̃

. (53)

σ∇ · q =
(
σq1
)
x̃

+
(
σq2
)
ỹ

+
(
σq3
)
b̃

Later we will crucially need the inverse of (53): the
pattern lx̃ + mỹ + nb̃ signals the introduction3 of a vector
field σ−1(le1 + me2 + ne3) so that

lx̃ + mỹ + nb̃ = σ∇ · σ−1 (le1 + me2 + ne3) . (54)

There are oversights in the oceanographic and meteorolog-
ical literature made by claiming that lx̃ + mỹ + nb̃ is the
divergence of a “vector” (l, m, n). This is dangerous be-
cause the basis in which the “vector” (l, m, n) is expressed
is not stated (the Cartesian basis is implied), and because
the various factors of σ in the correct expression (54) are
easily overlooked.

σt + σ∇ · (ue1 + ve2) = 0

3The solution of the inverse problem is not unique: one can add
an arbitrary solenoidal vector field to σ−1(le1 + me2 +ne3) without
changing the divergence. Thus (54) involves a gauge choice.

3. The kinematics of averaging

Although the thickness-weighted average is familiar, ear-
lier works have not exhaustively exploited this procedure
(Andrews 1983; Gent et al. 1995; Lee & Leach 1996;
Treguier et al. 1997; Greatbatch & McDougall 2003). Thus
in this section we review the thickness-weighted average
and obtain some new results needed in section 5.

The average of a field θ(x̃, ỹ, b̃, t̃) is denoted by θ̄(x̃, ỹ, b̃, t̃).
We insist that the average is a linear projection operator.
This means that

θ̄ = θ̄ , (55)

and
θ̄φ = θ̄ φ̄ . (56)

We also require that the average commutes with derivatives
with respect to (x̃, ỹ, b̃, t̃). For example,

∂x̃θ = ∂x̃θ̄ , and ∂t̃θ = ∂t̃θ̄ , etc. (57)

It is safest to think of this overbar as an ensemble aver-
age: space and time filters will usually only approximately
satisfy the three essential conditions in (55) through (57)
(Davis 1994).

The averaging operation introduced above is conducted
in buoyancy coordinates. For example, to calculate the
average of buoyancy b(x, t), we write buoyancy in buoyancy
coordinates, as in (19), and therefore

b(x, t) = b̃ = b̃ = b(x, t) . (58)

Thus buoyancy itself is unaffected by averaging. This em-
phasizes that the average of a field represented in buoyancy
coordinates is not equal to the average of the same field rep-
resented in Cartesian coordinates (Smith 1999; Jacobson &
Aiki 2006).

A most important mean field in the TWA formulation
is the mean depth of an isopycnal, ζ̄(x̃, ỹ, b̃, t̃), and σ̄ = ζ̄b̃

is the mean thickness.

a. Returning to Cartesian coordinates

b♯(x, y, z, t)

Although the average of θ is defined using the buoy-
ancy coordinate representation of θ, given θ̄(x̃, ỹ, b̃, t) one
can return to the Cartesian representation. de Szoeke &
Bennett (1993) make this transition by inverting the rela-
tion z = ζ̄(x̃, ỹ, b̃, t̃) to obtain a field b = b♯(x, y, z, t). In
other words

b̃ = b♯
(
x, y, ζ̄(x̃, ỹ, b̃, t̃), t

)
, (59)

and
z = ζ̄

(
x̃, ỹ, b♯ (x, y, z, t) , t̃

)
. (60)
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Parametrization of EP fluxes

If        are in geostrophic balance, then 

A model in terms of the TWA fields requires parametrizing the EP fluxes
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z Vertical viscosity of horizontal momentum (Rhines and Young, 1982) 

⇣ 0m0
y = �µ�̄v̂z
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to Gent-McWilliams scheme with diffusivity 
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This is equivalent to adding extra velocities to the Coriolis terms such that 

a

 Prognostic Residual Mean Flow in an Ocean General Circulation Model and its Relation to Prognostic Eulerian Mean Flow 
Saenz, J.A. et al. JPO 2017. https://doi.org/10.1175/JPO-D-15-0024.1

https://doi.org/10.1175/JPO-D-15-0024.1


Comparison to a Eulerian model
A model in terms of the Eulerian fields requires parametrizing the eddy-fluxes:
start with the buoyancy fluxes (no momentum fluxes)



Implementation in a numerical model of the ACC

Residual overturning using TWA model
EP fluxes parametrized as vertical 
viscosity 

Residual overturning using 
conventional Eulerian mean,  
parametrized buoyancy fluxes, 
assuming 

 Prognostic Residual Mean Flow in an Ocean General Circulation Model and its Relation to Prognostic Eulerian Mean Flow 
Saenz, J.A. et al. JPO 2017. https://doi.org/10.1175/JPO-D-15-0024.1

(û, v̂) = (ū, v̄) + (u⇤, v⇤)

a = µf�2�̄�1 = µf�2N̄2With

Quantitative agreement, because eddy 
mom. flux is negligible.

https://doi.org/10.1175/JPO-D-15-0024.1


Summary

Residual mean formalism is very useful to capture the effect of eddy-fluxes on buoyancy 
transport (and possibly other tracers).

TWA places eddy-effect in EP flux divergence in the momentum equation using a single 
velocity. Not clear how to get the Eulerian flow (is it needed?)

Not widely implemented yet, but it can and has been done in the ACC setting.

Agrees with parametrization of eddy-fluxes, if confined to buoyancy fluxes.

Not clear how to parametrize all of the EP fluxes (momentum), which are important for 
jets formation and maintenance.



Climate models do not resolve mesoscale eddies

Source: Hallberg @ GFDL

Speeds are weaker and the eddy fluxes are missed: a serious problem in the ACC

How can we parametrize eddy fluxes of tracers?



Beyond Fickian diffusion

A general approach to diffusive fluxes of a tracer
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The tracer is conserved, except for small diffusive processes

+D̄'̄ We are interested in large-scales, long times (the “mean”)

The variance equation

for weak diffusion eddy flux is orthogonal to the mean gradient

for large diffusion eddy flux is downgradient

Generalize to where is a general tensor

1

2

3

diffusive advective:

—

�( r'̄) ·r'̄ = 0



Example for a passive tracer, c, in 2-D (I)

Steady state advection diffusion

The effective diffusivity of cellular flows

December 7, 2000

1 Advection-diffusion by cellular flows

In the previous chapter we dealt with unidirectional flows. Now we turn to
the slightly more complicated case of incompressible two-dimensional cellu-
lar flows. The velocity field can be obtained from a streamfunction ψ(x, y)
according to our usual convention u = (u, v) = (−ψy,ψx). The domain is a
periodic array of square cells, each with side ℓ, so that the streamfunction
has the periodicity ψ(x + mℓ, y + nℓ) = ψ(x, y) where m and n are integers.
We use the notation

⟨θ⟩ ≡ ℓ−2

∫

S
θ d2x, (1)

to denote an average over an ℓ×ℓ square S. We are assuming that the average
of the flow over a cell vanishes, i.e., ⟨u⟩ = 0. The cell-average ⟨⟩ will play
a role analogous to the cross-channel average of the previous sections. Thus
we will be concerned with the ‘large-scale’ transport of passive tracer where
‘large-scale’ means a length which is much greater than the cell size ℓ. The
cell average is used to isolate the slowly varying part of the concentration.

As a illustrative example, start with the steady state advection-diffusion
equation

J(ψ, c) = κ∇2c , (2)

where J(a, b) ≡ axby −aycx is the Jacobian and κ is the molecular diffusivity
of the tracer. Following Childress (1979), Moffatt (1983) and many others we
will use the prototypical example ψ = ψmax cos(kx) cos(ky) where k = 2π/ℓ
(see the left hand panel of figure 1).
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Assume ψ  is a cellular, eddy-like flow, and c has a large-scale gradient 

where K is 2 × 2 diffusion tensor. One of our goals is to calculate K for a
few simple cellular flows.

If G is not uniform then we should regard (17) as simply the first term in
an expansion of the form Fi = −KijGj + LijkGj,k + · · · We will not trouble
with higher order terms such as Lijk — obtaining the leading-order effect
contained in K is our main goal.

The advection-diffusion equation (2) has a solution of the form

c(x, y, t) = G·x + c′(x, y), (18)

where c′, like ψ, is a cellular function. The first term on the RHS of (18) is the
externally imposed, large-scale gradient; the second term c′ is the small-scale
distortion created by the velocity u advecting the large-scale field G·x.

Substituting (18) into (2) we obtain

u·∇c′ − κ∇2c′ = −uGx − vGy, (19)

where G ≡ (Gx, Gy) is a constant vector. Because (19) is a linear equation
it must be that

c′ = −aGx − bGy, (20)

where the cellular function a ≡ [a(x, y), b(x, y)] is determined by solving the
fundamental problem:

L ≡ u·∇− κ∇2, La = u. (21)

Simple prescriptions for u will often have symmetries which will enable us to
deduce the solution of for b from the solution for a, and vice-versa (examples
follow).

The total flux is calculated using

F ≡ ⟨uc − κ∇c⟩ = −κG + ⟨uc⟩, (22)

Solving the fundamental problem and constructing c as a linear combination
of a and b then gives

(

Fx

Fy

)

= −
[

κ+ ⟨ua⟩ ⟨ub⟩
⟨va⟩ κ+ ⟨vb⟩

] (

Gx

Gy

)

. (23)

The 2 × 2 matrix above is the effective diffusion tensor K.
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c’ satisfies

with solution
c

0 = �a(x, y)G
x

� b(x, y)G
y
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The total flux is h iArea average:

Giving the flux-gradient relation:
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where the O(p4) anticipates some later results in this lecture by indicating
the higher order corrections.

The solid curve in figure 4 is a numerical calculation of Nu(p) in the
range 0.1 < p < 1000 and the dashed curve labelled [0/0] is the small p
approximation in (11). The dashed line in figure 4, labelled “BL theory”, is
the prediction of a large-p theory, namely

Nu ∼ 1.0655p1/2 . (12)

The asymptotic prediction (12) is the subject of section 5 and problem 1.1.
Problem 1.1. Using dimensional variables the large-p result in (12) imples an effective
diffusivity Deff ∼

√
κψmax. Give a physically motivated scaling argument for this result.

Solution. Denote the boundary layer thickness in figure 2 by δ. The jump in c between
two adjacent cells is ∆c ∼ Gℓ and since all of this varaition occurs in the boundary layer,
the flux is

F ∼ κ
∆c

δ
. (13)

To determine δ, we argue that in the neighbourhood of the eddy boundary boundary the
dominant balance in the advection diffusion equation is

−Xv′(Y )cX + v(Y )cY = κcXX , (14)

where the capitals denote local coordinates and v(Y ) = kψmax sin kY . With ∂X ∼ δ−1

and ∂y ∼ k ∼ ℓ−1 (14) implies a balance

k2ψmax ∼ κδ−2 or δ ∼
√

κ

ψmax
ℓ . (15)

Putting (15) into (13) gives F ∼
√
κψmaxG, or Deff ∼

√
κψmax.

We can interpret the effective diffusivity
√
κψmax as

Deff = ℓ× kψmax × δ

ℓ
. (16)

The first factor ℓ on the RHS is the mixing length and the second, kψmax, is the eddy
velocity. The third factor is the fraction of “active” particles, meaning particles in the
boundary layers.

2 The fundamental problem

Because (2) is linear, there must be a linear relation between the large scale
concentration gradient, G, and the flux F . In other words, we anticipate
that

F = −KG. (17)
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is the diffusion tensor

(u ·r� r2)(a, b) = (u, v)



Example for a passive tracer, c, in 2-D (II)

Multiply by a or b and integrate over domain

Quadratic integrals

From (21) one can show using integration by parts that

κ⟨∇a ·∇a⟩ = ⟨ua⟩, κ⟨∇b ·∇b⟩ = ⟨vb⟩, (24)

and

⟨ψJ(a, b)⟩ + κ⟨∇a ·∇b⟩ = ⟨ub⟩, −⟨ψJ(a, b)⟩ + κ⟨∇a ·∇b⟩ = ⟨va⟩. (25)

Using these quadratic integrals the symmetric and antisymmetric parts of K
can then be written as

K(s) =

[

κ+ κ⟨∇a ·∇a⟩ κ⟨∇a ·∇b⟩
κ⟨∇a ·∇b⟩ κ+ κ⟨∇b ·∇b⟩

]

, (26)

and

K(a) =

[

0 ⟨ψJ(a, b)⟩
−⟨ψJ(a, b)⟩ 0

]

. (27)

With the Cauchy-Schwarz inequality, one can show that the matrix K(s) is
positive definite.

The antisymmetric part of K is equivalent to advection. To see what is
meant by this, let φ ≡ −⟨ψJ(a, b)⟩ and uφ ≡ (−φy,φx). In a slowly varying
situtation the averaged concentration evolves according to

⟨c⟩t = ∇ · K∇⟨c⟩ . (28)

Using the decomposition K = K(s) + K(a), (28) can be rewritten as

⟨c⟩t + uφ ·∇⟨c⟩ = ∇ · K(s)∇⟨c⟩ . (29)

Thus, the antisymmetric part of the diffusion tensor is equivalent to advection
with a velocity uφ.

Problem 2.1. Prove that if a, b and c are cellular functions then ⟨a∇2b⟩ = −⟨∇a ·∇b⟩ and
⟨aJ(b, c)⟩ = ⟨cJ(a, b)⟩ = ⟨bJ(c, a)⟩. Use these results to obtain (40) and (41). Prove that
⟨∇ψ ·∇a⟩ = ⟨∇ψ ·∇b⟩ = 0.

Problem 2.2. How does the effective diffusion tensor K change if we flip the sign of the
velocity u?
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the flux is

F ∼ κ
∆c

δ
. (13)

To determine δ, we argue that in the neighbourhood of the eddy boundary boundary the
dominant balance in the advection diffusion equation is

−Xv′(Y )cX + v(Y )cY = κcXX , (14)

where the capitals denote local coordinates and v(Y ) = kψmax sin kY . With ∂X ∼ δ−1

and ∂y ∼ k ∼ ℓ−1 (14) implies a balance

k2ψmax ∼ κδ−2 or δ ∼
√

κ

ψmax
ℓ . (15)

Putting (15) into (13) gives F ∼
√
κψmaxG, or Deff ∼

√
κψmax.

We can interpret the effective diffusivity
√
κψmax as

Deff = ℓ× kψmax × δ

ℓ
. (16)

The first factor ℓ on the RHS is the mixing length and the second, kψmax, is the eddy
velocity. The third factor is the fraction of “active” particles, meaning particles in the
boundary layers.

2 The fundamental problem

Because (2) is linear, there must be a linear relation between the large scale
concentration gradient, G, and the flux F . In other words, we anticipate
that

F = −KG. (17)
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Quadratic integrals

From (21) one can show using integration by parts that

κ⟨∇a ·∇a⟩ = ⟨ua⟩, κ⟨∇b ·∇b⟩ = ⟨vb⟩, (24)

and

⟨ψJ(a, b)⟩ + κ⟨∇a ·∇b⟩ = ⟨ub⟩, −⟨ψJ(a, b)⟩ + κ⟨∇a ·∇b⟩ = ⟨va⟩. (25)

Using these quadratic integrals the symmetric and antisymmetric parts of K
can then be written as

K(s) =

[

κ+ κ⟨∇a ·∇a⟩ κ⟨∇a ·∇b⟩
κ⟨∇a ·∇b⟩ κ+ κ⟨∇b ·∇b⟩

]

, (26)

and

K(a) =

[

0 ⟨ψJ(a, b)⟩
−⟨ψJ(a, b)⟩ 0

]

. (27)

With the Cauchy-Schwarz inequality, one can show that the matrix K(s) is
positive definite.

The antisymmetric part of K is equivalent to advection. To see what is
meant by this, let φ ≡ −⟨ψJ(a, b)⟩ and uφ ≡ (−φy,φx). In a slowly varying
situtation the averaged concentration evolves according to

⟨c⟩t = ∇ · K∇⟨c⟩ . (28)

Using the decomposition K = K(s) + K(a), (28) can be rewritten as

⟨c⟩t + uφ ·∇⟨c⟩ = ∇ · K(s)∇⟨c⟩ . (29)

Thus, the antisymmetric part of the diffusion tensor is equivalent to advection
with a velocity uφ.

Problem 2.1. Prove that if a, b and c are cellular functions then ⟨a∇2b⟩ = −⟨∇a ·∇b⟩ and
⟨aJ(b, c)⟩ = ⟨cJ(a, b)⟩ = ⟨bJ(c, a)⟩. Use these results to obtain (40) and (41). Prove that
⟨∇ψ ·∇a⟩ = ⟨∇ψ ·∇b⟩ = 0.

Problem 2.2. How does the effective diffusion tensor K change if we flip the sign of the
velocity u?
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Figure 1: Examples of cellular flows. In left hand panel there are closed cells and
large scale transport of tracer can only occur as a result of molecular diffusion. In
this figure the cell size is ℓ = 2π.

If we release some tracer into a steady cellular flow does the blob spread
diffusively? Without molecular diffusivity (κ = 0) the answer is clearly ‘no’.
Each tracer particle will stay on its initial streamline, and if that streamline
is closed then there can be no large-scale transport. But, with even very weak
molecular diffusivity, molecules of tracer are not confined to streamlines and
indeed there is an effective diffusivity characterizing large-scale transport.
Instead of considering the initial value problem we can obtain the effective
diffusivity using the Gx-trick. That is, we suppose that a large scale uniform
gradient G is externally imposed and we then proceed to calculate the flux F
which is associated with G. This procedure enables us to bypass the initial
value problem and deal with a simpler steady state problem.

Suppose that the system is in a big box containing N × N cells i.e. the
box is a Nℓ × Nℓ square. On the wall at x = 0 we impose the boundary
condition c(0, y) = 0 and on the wall at x = Nℓ, we impose c(Nℓ, y) = GNℓ.
Further, suppose that there is no flux of c through the boundaries at y = 0
and y = Nℓ. If there is no advection (ψmax = 0) then the solution of (2) with
these boundary conditions is c = Gx. the flux associated with this ψ = 0
solution is F0 = −κG.

Now consider the general case with ψmax ̸= 0. Integrating (2) from y = 0

2

The effective diffusivity of cellular flows

December 7, 2000

1 Advection-diffusion by cellular flows

In the previous chapter we dealt with unidirectional flows. Now we turn to
the slightly more complicated case of incompressible two-dimensional cellu-
lar flows. The velocity field can be obtained from a streamfunction ψ(x, y)
according to our usual convention u = (u, v) = (−ψy,ψx). The domain is a
periodic array of square cells, each with side ℓ, so that the streamfunction
has the periodicity ψ(x + mℓ, y + nℓ) = ψ(x, y) where m and n are integers.
We use the notation

⟨θ⟩ ≡ ℓ−2

∫

S
θ d2x, (1)

to denote an average over an ℓ×ℓ square S. We are assuming that the average
of the flow over a cell vanishes, i.e., ⟨u⟩ = 0. The cell-average ⟨⟩ will play
a role analogous to the cross-channel average of the previous sections. Thus
we will be concerned with the ‘large-scale’ transport of passive tracer where
‘large-scale’ means a length which is much greater than the cell size ℓ. The
cell average is used to isolate the slowly varying part of the concentration.

As a illustrative example, start with the steady state advection-diffusion
equation

J(ψ, c) = κ∇2c , (2)

where J(a, b) ≡ axby −aycx is the Jacobian and κ is the molecular diffusivity
of the tracer. Following Childress (1979), Moffatt (1983) and many others we
will use the prototypical example ψ = ψmax cos(kx) cos(ky) where k = 2π/ℓ
(see the left hand panel of figure 1).

1

Highly symmetric cellular flows like

have 

Quadratic integrals

From (21) one can show using integration by parts that

κ⟨∇a ·∇a⟩ = ⟨ua⟩, κ⟨∇b ·∇b⟩ = ⟨vb⟩, (24)

and

⟨ψJ(a, b)⟩ + κ⟨∇a ·∇b⟩ = ⟨ub⟩, −⟨ψJ(a, b)⟩ + κ⟨∇a ·∇b⟩ = ⟨va⟩. (25)

Using these quadratic integrals the symmetric and antisymmetric parts of K
can then be written as

K(s) =

[

κ+ κ⟨∇a ·∇a⟩ κ⟨∇a ·∇b⟩
κ⟨∇a ·∇b⟩ κ+ κ⟨∇b ·∇b⟩

]

, (26)

and

K(a) =

[

0 ⟨ψJ(a, b)⟩
−⟨ψJ(a, b)⟩ 0

]

. (27)

With the Cauchy-Schwarz inequality, one can show that the matrix K(s) is
positive definite.

The antisymmetric part of K is equivalent to advection. To see what is
meant by this, let φ ≡ −⟨ψJ(a, b)⟩ and uφ ≡ (−φy,φx). In a slowly varying
situtation the averaged concentration evolves according to

⟨c⟩t = ∇ · K∇⟨c⟩ . (28)

Using the decomposition K = K(s) + K(a), (28) can be rewritten as

⟨c⟩t + uφ ·∇⟨c⟩ = ∇ · K(s)∇⟨c⟩ . (29)

Thus, the antisymmetric part of the diffusion tensor is equivalent to advection
with a velocity uφ.

Problem 2.1. Prove that if a, b and c are cellular functions then ⟨a∇2b⟩ = −⟨∇a ·∇b⟩ and
⟨aJ(b, c)⟩ = ⟨cJ(a, b)⟩ = ⟨bJ(c, a)⟩. Use these results to obtain (40) and (41). Prove that
⟨∇ψ ·∇a⟩ = ⟨∇ψ ·∇b⟩ = 0.

Problem 2.2. How does the effective diffusion tensor K change if we flip the sign of the
velocity u?
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0 regardless of the Peclet number

p ⌘  
max



(u ·r� r2)(a, b) = (u, v)



Example for a passive tracer, c, in 2-D (III)

Invoking the identity (52) we get

⟨ua⟩ =
1
8
− p2

128
+

3p4

5120
− 381p6

500 × 214
+ O(p8). (57)

Problem 3.4. Consider the streamfunction ψ = sin2 x sin2 y (see figure 5). Find a few
terms in the small-p expansion of K.
Solution. Because all the eddies rotate the same way, the mirror symmetry is broken.
However, because of parity invariance in either x or y, we can conclude that ⟨vb⟩ = ⟨ua⟩
and ⟨ub⟩ = −⟨va⟩. From (52) we find that

a0 = −1
8

sin 2y +
1
16

cos 2x sin 2y , (58)

and

a1 = − 3
128

sin 2x +
1

512
sin 4x +

1
64

sin 2x cos 2y

− 1
640

sin 4x cos 2y − 1
640

sin 2x cos 4y .
(59)

The higher order terms become increasingly cumbersome. Using the identity (52) we have

⟨ua⟩ =
5

128
− 269p2

163840
+

505021p4

6815744000
− 337081764493p6

100257958461440000
+ O(p8) ,

= 0.0391 − 0.0263q + 0.0190q2 − 0.0138q3 + O(p8) , (60)

where we have approximated the coefficients at the fourth decimal digit and used q ≡
(p/4)2. Using (??) we find

⟨va⟩ = − p

128
+

57p3

163840
− 53743p5

3407872000
+

14358445251p7

20051591692288000
+ O(p9) . (61)

Problem 3.5. Consider the streamfunction ψ = sinx sin y + µ cos x cos y. Calculate a few
term in the small-p expansion of the K.
Solution. Using symmetry arguments ⟨au⟩ = ⟨bv⟩ and ⟨av⟩ = ⟨bu⟩. Explicit calculation
from (42) gives

a0 = −1
2

sinx cos y +
1
2
µ cos x sin y, a1 = − 1

16
sin 2x +

1
16

µ2 sin 2x, . . . (62)

Using (52) we then have

⟨ua⟩ =
1
8

(

1 + µ2
)

− 1
128

(

1 − µ2
)2

p2 +
3

5120
(

1 + µ2
) (

1 − µ2
)2

p4

− 3
8192000

(

127 + 562µ2 + 127µ4
) (

1 − µ2
)2

p6 + O(p8), (63)

and

⟨ub⟩ =
µ

4
− µ

1024
(

1 − µ2
)2

p4 + O(p4). (64)
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A cellular flow with co-rotating eddies

has eddy-induced velocities and 

Quadratic integrals

From (21) one can show using integration by parts that
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and
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can then be written as

K(s) =

[

κ+ κ⟨∇a ·∇a⟩ κ⟨∇a ·∇b⟩
κ⟨∇a ·∇b⟩ κ+ κ⟨∇b ·∇b⟩

]

, (26)

and

K(a) =

[

0 ⟨ψJ(a, b)⟩
−⟨ψJ(a, b)⟩ 0

]

. (27)

With the Cauchy-Schwarz inequality, one can show that the matrix K(s) is
positive definite.

The antisymmetric part of K is equivalent to advection. To see what is
meant by this, let φ ≡ −⟨ψJ(a, b)⟩ and uφ ≡ (−φy,φx). In a slowly varying
situtation the averaged concentration evolves according to

⟨c⟩t = ∇ · K∇⟨c⟩ . (28)

Using the decomposition K = K(s) + K(a), (28) can be rewritten as

⟨c⟩t + uφ ·∇⟨c⟩ = ∇ · K(s)∇⟨c⟩ . (29)

Thus, the antisymmetric part of the diffusion tensor is equivalent to advection
with a velocity uφ.

Problem 2.1. Prove that if a, b and c are cellular functions then ⟨a∇2b⟩ = −⟨∇a ·∇b⟩ and
⟨aJ(b, c)⟩ = ⟨cJ(a, b)⟩ = ⟨bJ(c, a)⟩. Use these results to obtain (40) and (41). Prove that
⟨∇ψ ·∇a⟩ = ⟨∇ψ ·∇b⟩ = 0.

Problem 2.2. How does the effective diffusion tensor K change if we flip the sign of the
velocity u?
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0

Similar manipulations, with f = a and g = b in (50), give

⟨∇a·∇b⟩ = ⟨∇a0 ·∇b0⟩ − p2⟨∇a1 ·∇b1⟩ + p4⟨∇a2 ·∇b2⟩ + · · · (53)

Using (52) and (53) one can deduce higher order terms in the expansion of K(s) from
lower order terms in the expansion of a and b. This trick saves a lot of calculation in the
next examples.

Problem 3.2. The antisymmetric part of the diffusion tensor, K(a) in (41) contains only
one element; show that this element is given perturbatively by

⟨ψJ(a, b)⟩ = ⟨∇a0 ·∇b1⟩ − p2⟨∇a1 ·∇b2⟩ + p4⟨∇a2 ·∇b3⟩ + · · · (54)
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Figure 5: Concentration field obtained using the p ≪ 1 expansion with
p = 2. Left hand panel shows ψ = sin x sin y and the right hand panel shows
ψ = sin2 x sin2 y.

Problem 3.3. Consider the streamfunction ψ = sinx sin y (see figure 5). Find a few terms
in the small-p expansion of K.

Solution. Because of the mirror symmetry of ψ, ⟨au⟩ = ⟨bv⟩ and ⟨av⟩ = ⟨bu⟩ = 0 so that
K is isotropic. From (42) we find

a0 = −1
2

sinx cos y, a1 = − 1
16

sin 2x, a2 = − 1
16

a0 −
1

160
sin 3x cos y, (55)

and

a3 =
3

640
sin 2x − 1

2560
sin 4x +

1
1280

sin 2x cos 2y − 1
6400

sin 4x cos 2y. (56)

14

r2(a, b) = �(u, v) + pu ·r(a, b)

We can solve approximately, for small p

To obtain

where the O(p4) anticipates some later results in this lecture by indicating
the higher order corrections.

The solid curve in figure 4 is a numerical calculation of Nu(p) in the
range 0.1 < p < 1000 and the dashed curve labelled [0/0] is the small p
approximation in (11). The dashed line in figure 4, labelled “BL theory”, is
the prediction of a large-p theory, namely

Nu ∼ 1.0655p1/2 . (12)

The asymptotic prediction (12) is the subject of section 5 and problem 1.1.
Problem 1.1. Using dimensional variables the large-p result in (12) imples an effective
diffusivity Deff ∼

√
κψmax. Give a physically motivated scaling argument for this result.

Solution. Denote the boundary layer thickness in figure 2 by δ. The jump in c between
two adjacent cells is ∆c ∼ Gℓ and since all of this varaition occurs in the boundary layer,
the flux is

F ∼ κ
∆c

δ
. (13)

To determine δ, we argue that in the neighbourhood of the eddy boundary boundary the
dominant balance in the advection diffusion equation is

−Xv′(Y )cX + v(Y )cY = κcXX , (14)

where the capitals denote local coordinates and v(Y ) = kψmax sin kY . With ∂X ∼ δ−1

and ∂y ∼ k ∼ ℓ−1 (14) implies a balance

k2ψmax ∼ κδ−2 or δ ∼
√

κ

ψmax
ℓ . (15)

Putting (15) into (13) gives F ∼
√
κψmaxG, or Deff ∼

√
κψmax.

We can interpret the effective diffusivity
√
κψmax as

Deff = ℓ× kψmax × δ

ℓ
. (16)

The first factor ℓ on the RHS is the mixing length and the second, kψmax, is the eddy
velocity. The third factor is the fraction of “active” particles, meaning particles in the
boundary layers.

2 The fundamental problem

Because (2) is linear, there must be a linear relation between the large scale
concentration gradient, G, and the flux F . In other words, we anticipate
that

F = −KG. (17)
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This example shows that the eddy-diffusivity  
is a property of the flow, equal for all passive tracers 

For small Peclet, the symmetric component dominates the diffusion tensor 
It is not clear which dominates for large Peclet



Desirable properties of advective flux in oceanography 

1) The tracers and its moments should be preserved: guaranteed with skew flux
2) The skew flux should decrease the mean available potential energy 

Downgradient horizontal diffusion of density
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⇢̄z Upgradient vertical diffusion of density

The total flux tends to flatten isopycnals: 
mimicking baroclinic instability

The total flux is neither up- nor downgradient

Mimic quasi-adiabatic baroclinic instability:

Gent & McWilliams, JPO (the most cited JPO paper ⋆), 1990 Griffies, JPO, 1998



M. Visbeck et al., 1997: Specification of eddy transfer coefficients in coarse-resolution ocean circulation models. JPO

An antisymmetric tensor diffusivity is equivalent to an incompressible velocity

In the GM case we have

ũ =

✓
a

rh⇢

⇢z

◆

z

w̃ = �rh ·
✓
a

rh⇢

⇢z

◆

The associated “eddy” velocity is proportional to the gradients of the isopycnal slope

Much work has gone into finding the dependence of       on mean quantitiesa

P. Cessi, 2008: An energy-constrained parametrization of eddy buoyancy flux. JPO

J. Mak et al., 2017: Emergent eddy saturation from an energy constrained eddy parameterisation. Ocean Modeling

Equivalence to a large-scale flow

HMWK: prove this equivalence.



With GM Almost complete 
cancellation of overturning in ACC 
region, and less diapycnal mixing

The problem Mixing in isopycnal coordinates Summary Discussion questions References

Take home (or dump)

Summary

Quasi-adiabatic parameterization.

Tracer stirring performed by total (mean + eddy) velocity.

Tracer mixing can be equivalently represented by advective or
skew fluxes.

(GM90: unclear, if not inconsistent, paper.)

Long live GM

There once was an ocean model called MOM,
That occasionally used to bomb,

But eddy advection, and much less convection,
Turned it into a stable NCOM.

(Limerick by Peter Gent)

PO theory seminar, SIO, fall 2016 The Gent-McWilliams parameterization

Pre-GM, buoyancy eddy-flux modeled 
as horizontal diffusion, with large 
diapycnal  mixing for sloping isopycnal.



Summary so far
In geophysical flows the Peclet number is large and the expectation is that eddies 
transport tracers along, rather than across, isopycnals.

The breakthrough is to realize that this can be achieved by an antisymmetric 
diffusion tensor.

By making the component of the tensor proportional to the isopycnal slope,  
restratification of the fluid is achieved, mimicking the decrease in APE by baroclinic 
eddies.

Open questions remain on the coefficient in front of the slope, which is certainly 
not a constant.

Nothing about the eddy-momentum fluxes, yet. 

The GM parametrization is useful for idealized theories of the deep and abyssal 
stratification and overturning circulation, and in coarse-resolution climate models.



Global stratification and 
overturning circulation

Paola Cessi
Scripps Institution of Oceanography 
University of California, San Diego

With help from Spencer Jones, Christopher 
Wolfe and Vallis’s book (2nd ed.)



ACC is crucial for deep and abyssal global stratification

neutral density 
 at 25oW (Atl.)

neutral density 
 at 165oW (Pac.)

mid-depth and  
abyssal 
stratifications are 
set in the ACC

upper ocean

mid-depth

abyss

upper ocean

mid-depth

abyss



Stratification and MOC in the ACC: effect of wind

Buoyancy balance in the Antarctic Circumpolar Current
b
t

+ (ub)
x

+ (vb)
y

+ (wb)
z

= (
v

b
z

)
z

Zonally and time-average
v̄b̄y + w̄b̄z + (v0b0)y + (w0b0)z = (v b̄z)z

Below the Ekman layer and above the bottom Ekman layer

v̄ = 0, w̄ = �
✓
⌧

⇢f

◆

y

=)  ̄ = �⌧(y)
⇢f

p̄
x

= 0 =)

In the top Ekman layer V̄ = � ⌧

⇢f
In the bottom Ekman layer V̄ =

⌧

⇢f

layer (hereinafter SDL) the flow is nearly adiabatic,
and the eddy fluxes of buoyancy lie along mean buoy-
ancy surfaces; that is, the buoyancy flux is “skew.” In
these adiabatic interior layers, the potential vorticity is
homogenized on mean buoyancy surfaces. The depth of
the adiabatic homogenized thermocline is controlled by
baroclinic instability and is largely independent of
small-scale mixing; that is, independent of the mixing
produced by breaking internal gravity waves.

In view of these important advances it seems that the
adiabatic interior is well understood. However, it is the
diabatic terms that determine the net heat transport
(Andrews and McIntyre 1976), and in the ocean they
are related to small-scale mixing. The dependence of
small-scale mixing on the diffusivity ! is unknown be-
cause mixing depends on the vertical scale developed
by temperature near the surface. The dependence of
the heat flux on diffusivity and other nonconservative
processes has not been discussed in the ACC literature
cited above. We find that variations in diapycnal mixing
affect the large-scale heat transport of simulations such
as that in Fig. 1. We furthermore obtain a strong de-
pendence of the net heat transport on the bottom drag.

This result is not obvious since bottom drag affects di-
rectly the momentum budget, but not the heat balance.
This sensitivity indicates that the size of the small re-
sidual between the mean and the eddies is crucially
controlled by both bottom drag and diapycnal mixing.

Karsten et al. (2002) and Marshall et al. (2002) have
emphasized that the cancellation between ! · ("T, wT)
and ! · ("#T#, w#T#) is nearly complete. Kuo et al.
(2005) show that the small residual circulation is almost
zero below the SDL. Thus it is certainly possible that
small-scale mixing has little effect on the depth of the
main thermocline, but nonetheless plays an essential
role within the SDL. Moreover, it is the depth of the
SDL, rather than the depth of the thermocline, which
determines the total efficacy of ocean heat transport.
Consequently baroclinic eddy closure assumptions,
which make no reference to small-scale mixing and bot-
tom drag, can have little utility outside of the limited
arena in which they are calibrated.

The role of diapcynal mixing and of a surface mixed
layer in the large-scale heat transport were systemati-
cally examined by Gallego et al. (2004) in a zonally
averaged model of the ACC, where eddy fluxes were

FIG. 1. (top) The zonally and time-averaged buoyancy, b(y, z), for Run 2 is shown in colors. The contour interval
is 2 $ 10%3 m2 s%1. The large scale Ertel potential vorticity, bz(y, z), is shown in black. Below a surface trapped
region, b and bz are coincident. (bottom) The zonal mean streamfunction, &(y, z) is contoured (solid are positive
and negative are dashed) and the contour interval is 2.1 $ 10%1 m2 s%1.

1878 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 36

Fig 1 live 4/C

⌧ > 0 ⌧ < 0

 ̄  ̄

The mean overturning circulation 
reaches the bottom

Warm

Cold
In a thermally stratified fluid it 
transports heat equatorward  
for westerly wind-stress ⌧ > 0



Stratification in the ACC: effect of eddies

Buoyancy balance in the Antarctic Circumpolar Current
b
t

+ (ub)
x

+ (vb)
y

+ (wb)
z

= (
v

b
z

)
z

Zonally and time-average

v̄b̄y + w̄b̄z + (v0b0)y + (w0b0)z = (v b̄z)z

For adiabatic eddies ⇤ = �w0b0

by
=

v0b0

bz

Advection by residual=eulerian + eddy

Jy,z( ̄ +  ⇤, b̄) = (v b̄z)z

! !wind ! !wind

⌧ ⌧

No eddies: large APE With eddies: APE is converted

=)  ̄⇤ =
v0b0

b̄z

Ridge Channel edge

Isopycnals

Large APE reservoir

from Vallis (2017)



The adiabatic limit
Advection by eddy-fluxes cancels advection by mean flow

Jy,z( ̄ +  ⇤, b̄) = 0 =)  ̄ +  ⇤ = F(b̄)

Residual flow is constant on mean buoyancy

Functional relation     is determined by diabatic processes and/or at open boundary F

To make progress we need to specify     and relate       to      F  ⇤ b̄

GM to the rescue! v0b0 = �ab̄y =)  ⇤ = �a
b̄y
b̄z



The compensated solution

F
! !

 resid

 eddy

Latitude to equatorAntarctica

wind

Z

!1

!2

!3

 Euler

⌧

 ̄ +  ⇤ = 0 Using Ekman and GM �⌧(y)

⇢f
� a

b̄y
b̄z

= 0

For constant      linear characteristic equation for a b̄

b̄ = B

✓
az �

Z y ⌧(ŷ)

⇢f
dŷ

◆ with solution

@z = 0 b̄s(y) = B

✓
�
Z y ⌧(ŷ)

⇢f
dŷ

◆

The shapes of the wind and surface  
buoyancy give b everywhere 

Zero residual flow

 Marshall, J. and Radko, T., 2003. Residual-Mean Solutions for the Antarctic 
Circumpolar Current and Its Associated Overturning Circulation. J. Phys. Oceanogr.,

HMK: Work out an example given wind-stress and bs

The slope of the isopycnals  
is independent of zzỹ =

⌧(y)

a⇢f
Flatter for larger a

from Vallis (2017)



The ocean conveyor belt (NASA viz.)

The engine is in the Antarctic Circumpolar Current



ACC is crucial for meridional overturning circulation (MOC)

zonally integrated  
residual overturning (ROC) 

depth of ocean ridges

depth of winter mixed layer

depth of circumpolar region
MOC and global intermediate/deep stratification problems are connected 

MOC and global intermediate/deep stratification problems are forced in the ACC

Lumpkin, R. and Speer, K., 2007. Global ocean meridional overturning. J. Phys. Oceanogr., 37, 2550-2562.



The ocean heat transport

Ocean heat transport is smaller in the Southern 
Hemisphere because the Atlantic transports heat 
northward everywhere, i.e. equatorward in the SH.

Thus the S. Atlantic is 1o colder than the N. Atlantic.



The quasi-adiabatic overturning in a single basin:  Atlantic

deep water

main thermocline
mixed layer

bottom water

Competition between Ekman suction and eddy restratification determine stratification in ACC  

Three types of isopycnals: outcrop in basin only (white); outcrop in ACC and basin (light blue); 
outcrop in ACC only (blue)
Three types of circulation: main thermocline (white); intermediate/deep OC (light blue); abyssal OC 
(blue)

Wolfe, C.L. and P. Cessi, JPO 2010

Periodic  channel Semi-enclosed basin



The quasi-adiabatic overturning in a single basin:  Atlantic

deep water

main thermocline
mixed layer

bottom water

Necessary conditions for a quasi  adiabatic pole-to-pole cell:
1) Isopycnal outcropping in channel and basin;
2) Diapycnal fluxes in the mixed layer

Ancillary features: 
1) Weak diffusive cells in the abyss and in the NH
2) Abyssal and adiabatic cells share a boundary (Ferrari’s lectures)

Periodic  channel Semi-enclosed basin



Testing the quasi-adiabatic MOC idea

Half-sized basin in a notched box

Hydrostatic MITGCM at 5.4km grid

No salt: b ~ T 

Weak diapycnal diffusion

Forced by wind-stress and surface temperature 

Ly 
= 9600 km

Lx = 2400 km

H = 
2400 m

Lc =
 1200 km equator

v = 5⇥ 10�5m2/s



Stratification: effect of channel and buoyancy

No channel: no deep or abyssal stratification: gyres restratify very effectively. 
No shared isopycnals: deep stratification, but no residual OC
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Residual OC: effect of channel and buoyancy

No channel: no deep overturning.
No shared isopycnals: no deep overturning
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Residual OC: effect of winds in the ACC region

The overturning increases with increasing wind in the ACC
The slope increases only a little: partial eddy compensation
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Comparison with low-res runs
5.4 km resolution - no mixed layer
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Qualitative, not quantitative agreement, even with optimal choice of constant eddy diffusivity 



Connecting the channel region to the basin: theory

B.C.:

Mixed Layer

Mixing

Buoyancy 

loss
Wind Buoyancy 

loss

NADW

AABW

South

Equator

Ekman transport

Eddy-induced 

circulation

Wind-driven 

upwelling

Convective 

region

Buoyancy 

gain

North

y = – l y = 0 y = L y = L + l

+

s n

Southern channel Basin Northern 
convective

︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸

Isopycnals

Residual
circulation

z

y

Dynamics in the Circumpolar channel

 ⇤ = �a
by
b̄z

Nikurashin,	M.		and	Vallis	G.K.	2012	JPO:	A	Theory		
of	the	Interhemispheric	Meridional	Overturning		
CirculaEon	and	Associated	StraEficaEon

Jy,z( ̄ +  ⇤, b̄) = (v b̄z)z ⇡ 0

b̄ = bs(y) @z = 0 and patch b̄ @ y = 0

Two B.C. in y:  ̄ +  ⇤ = F(b̄) Is part of the solution

from Vallis (2017)



Mixed Layer

Ekman transport

Mixing

Residual circulation

Isopycnals

Eddy-induced 

circulation

Wind-driven 

upwelling

Convective 

region

Buoyancy 

loss

Buoyancy 

gain

Wind

y = – l y = 0 y = Ls

Southern channel

︸ ︷︷ ︸ ︸ ︷︷ ︸

Basin

z

y

South

A warm-up problem: the abyssal cell

Nikurashin,	M.		and	Vallis	G.K.	2012	JPO:	A	Theory		
of	the	Interhemispheric	Meridional	Overturning		
CirculaEon	and	Associated	StraEficaEon

North of y=0 we have a diffusively-driven cell, where the isopycnals are almost flat 

Jy,z( ̄ +  ⇤, b̄) = (v b̄z)z becomes

Integrating in y  from y=0  to y=L we find

( ̄ +  ⇤)y b̄z = (v b̄z)z

�( ̄ +  ⇤)|y=0 = L(v b̄z)z/b̄z

Together with continuity of b, this gives the patching  condition at y=0
HMK: Work out an example using epsilonics starting from the quasi-adiabatic limit 

from Vallis (2017)



Dynamics of the upper cell in the basin

Mixed Layer

Mixing
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Wind Buoyancy 

loss
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Dynamics in the basin excluding the convective region

Nikurashin,	M.		and	Vallis	G.K.	2012	JPO:	A	Theory		
of	the	Interhemispheric	Meridional	Overturning		
CirculaEon	and	Associated	StraEficaEon

( ̄ +  ⇤)y b̄z = (v b̄z)z

Integrating from y=0 to y=L we find ( ̄ +  ⇤)|y=0 = ( ̄ +  ⇤)|y=L � L(v b̄z)z/b̄z

In the convective region b̄ = b̄y, fuz = �b̄y =) u = � b̄y
f

✓
z +

h

2

◆

z = �h

u turns into a western boundary current with transport 

�b

Z L
x

0
 ̄zz dx = ��b

f

from Vallis (2017)



Dynamics of the upper cell in the basin

Mixed Layer

Mixing

Buoyancy 
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Wind Buoyancy 

loss

NADW

AABW

South

Equator

Ekman transport

Eddy-induced 

circulation

Wind-driven 

upwelling

Convective 

region

Buoyancy 

gain

North

y = – l y = 0 y = L y = L + l

+

s n

Southern channel Basin Northern 
convective

︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸

Isopycnals

Residual
circulation

z

y

Nikurashin,	M.		and	Vallis	G.K.	2012	JPO:	A	Theory		
of	the	Interhemispheric	Meridional	Overturning		
CirculaEon	and	Associated	StraEficaEon

z = �h

with

�b

      Here h is unknown and it will be determined by patching with the channel solution 
at y=0. The residual circulation is given by the sinking at y=L, proportional to the 
parameters as given

( ̄ +  ⇤)|y=0 = ( ̄ +  ⇤)|y=L � L(v b̄z)z/b̄zFinally

Neglect       in the basin ⇤ ̄ = � �b

2f
N

L
x

z(z + h) at y=L

from Vallis (2017)



Solution in the adiabatic limit

z = �h

In the channel 

�b
z = 0

� ⌧

⇢f| {z }
 ̄

�a
b̄y
b̄z| {z }

 ⇤

= F (b̄) In buoyancy coordinates � ⌧

⇢f
+ azy = F (b̄)

ys(b̄) = b�1
s (y)Where

is the inverse of the surface buoyancy

y=0y=-Lc

az(y, b) =

Z y

ys(b̄)
dŷ

⌧

⇢f
+ F (b)[y � ys(b̄)]

Shallower slopes 
than F=0 

b̄ = b̄0

b̄ = b̄N

�b = b̄0 � b̄N( ̄ +  ⇤)|y=0 = F (b̄)

y=L

Jy,z( ̄ +  ⇤, b̄) = 0 =)  ̄ +  ⇤ = F(b̄)



Solution in the adiabatic limit

z = �h

Patch at y=0

�b
z = 0

A quadratic equation for the stratification at y=0

y=0y=-Lc

=) az(y = 0, b̄) =

Z 0

ys(b̄)
dŷ

⌧

⇢f
� F (b̄)ys(b̄)

z(b̄)|y=0

Where �ah =

Z 0

ys(b̄N )
dŷ

⌧

⇢f

b̄ = b̄N

b̄ = b̄0
�b = b̄0 � b̄N

The slope of the lowest shared buoyancy is 
the same as the zero residual overturning soln. 
Other isopycnals are shallower.

F (b) = � �b

2f
N

L
x

z(z + h)

F (b̄)determines

y=L

In the adiabatic limit ( ̄ +  ⇤)|y=0 = ( ̄ +  ⇤)|y=L � L(v b̄z)z/b̄z



In the adiabatic limit

Where �ah =

Z 0

ys(b̄N )
dŷ

⌧

⇢f

The maximum sinking is found at z=-h/2

F
max

=
�b

8f
N

L
x

h2

It depends on the winds over the ACC, the eddies in the ACC and the shared 
buoyancy range between the channel and the NH.  

HMK: find the solution given wind-stress in the ACC and surface buoyancy.

Global diapycnal diffusion is neglected, but it adds to the total sinking: solve the 2-D 
advection diffusion numerically.

Research question: change fixed surface buoyancy to fixed surface flux,  a much 
harder problem which requires consideration of diapycnal mixing.



Residual streamfunction budget including diapycnal mixing
Begin in buoyancy coordinates:

Zonally average at constant b:

Define the residual streamfunction:

Integrate from y=0 to y=L
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= 0 � = b�1
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Scale analysis: z~h
Buoyancy budget on an isopycnal in the upper branch of the MOC

Ekman transport
Diffusive upwelling

Northern sinking

Continent

Diffusive upwelling

Eddy flux

x
yz

Southern wall (Antarctica)

Northern sinking

h

A cubic equation for the unknown h: h gets bigger adding diffusion

Gnanadesikan,	A.,	1999:	A	Simple	PredicEve	Model	for		
the	Structure	of	the	Oceanic	Pycnocline	Science,283

✏ = 1/4

HMK: Show that adiabatic limit is the 
 same as Nikurashin&Vallis eqn. for z if�⌧L
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Solution in the diffusive limit

Results from a 3-D numerical model 
with surface winds and buoyancy

v
Area

h| {z }
Di↵usion

⇡ ✏�b
h2

2fn| {z }
Sinking

h ⇠ (fnvArea/�b)1/3

The dominant balance is

With solution MOC ⇠
✓
�b

fn

◆1/3

(vArea)
2/3

characterized by two regimes corresponding to the wind-
driven and mixing-driven circulations, respectively, with
a rather smooth transition between the two. In the limit
of weak diapycnal mixing or strong Southern Ocean
wind, the rate of the overturning circulation becomes
independent of diapycnal mixing and scales with the
Southern Ocean wind stress as t1. The depth scale of
stratification is also independent of mixing and scales
with wind stress as t1/2. This limit corresponds to the
wind-driven circulation limit discussed above and scalings
are consistent with (4.5) and (4.7). The nonlinear scaling
of the stratification depth scalewith thewind stress results
from an interhemispheric equilibration between the
Northern Hemisphere sinking, which scales quadratically
with the stratification depth scale, and the Southern
Ocean upwelling, which to the leading order is in-
dependent of the stratification depth scale.
On the other hand, in the limit of strong diapycnal

mixing or weak Southern Ocean wind, the rate of the
overturning circulation and the depth scale of stratifi-
cation become independent of the wind stress and scale
with diapycnal mixing as k2/3y and k1/3y , respectively. This
limit corresponds to the mixing-driven circulation limit
and scalings are consistent with (4.13) and (4.12) and
with previously obtained classical scalings described, for
example, in Vallis (2006).
The control simulation parameters, typical for the

presentmiddepth ocean, are in the transition zone closer

to the wind-driven circulation limit. The results suggest
that a significant change in climate resulting in a re-
duction of the Southern Ocean wind and/or an increase
in the ocean interior mixing can shift the MOC from the
wind-driven to the mixing-driven regime characterized
by a different sensitivity to external parameters.

6. Conclusions

We have presented a theory of the interhemispheric
meridional overturning circulation and associated deep
stratification in a single-basin ocean with a circumpolar
channel. The theory relies on a matching of the dy-
namics among three regions of the ocean: the circum-
polar channel in the Southern Hemisphere, a region of
isopycnal outcrop in the Northern Hemisphere, and the
enclosed ocean basin between them. In each region, the
theory is based on the primitive equations of motion, but
with different dominant balances, and includes the ef-
fects of wind, eddies, and diapycnal mixing. It explicitly
predicts the deep stratification in terms of the surface
forcing and other parameters of the problem and agrees
well with a coarse-resolution ocean general circulation
model configured in an idealized single-basin domain;
that is, the parameter dependencies predicted by the
theory are obeyed by the GCM.
The theory and idealized simulations show that, in

the parameter range typical for the present climate ocean

FIG. 11. Rate of (left) the overturning circulation (Sv) and (right) depth scale of stratification (meters) as a function
of the Southern Ocean (top) wind stress and (bottom) diapycnal diffusivity estimated from the idealized GCM
simulations (circles) and from the theory (squares).
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abyssal cells, the Indian and Pacific Oceans are charac-
terized by only one cell.

b. Idealized simulations: Setup

We now describe some idealized simulations that we
will later use to test our theory, using the Modular
Ocean Model (MOM) version 4.0c (Griffies 2004). The
model is configured in a single-basin flat-bottomed do-
main (Fig. 3) with a horizontal resolution of 28 3 28 and
20 vertical levels of thickness varying from 20 m at the
top to 380 m at the bottom. The domain extends from
708S to 708N across 608 of longitude with a uniform
depth of 4 km. There is a full-depth zonally periodic
channel between 708 and 508S. The effect of eddies is
parameterized with a Gent–McWilliams-like scheme in
the form of the boundary value problem (Ferrari et al.
2010). We use a uniform diapycnal diffusivity, with
a value of kn 5 2 3 1025 m2 s21 in the control case.
Linear equation of state is used.
The surface buoyancy flux is implemented via a restoring

boundary condition on temperature with a restoring time
scale of 10 days, and salinity is set to a uniform constant.
We use a zonally uniform SST and wind stress (Fig. 4)
constructed analytically based on the annual global zonal-
mean observations from the National Oceanographic
Data Center (NODC) World Ocean Atlas 2001
(Conkright et al. 2002) and the last 20 yr of the National
Centers for Environmental Prediction–National Center
for Atmospheric Research (NCEP–NCAR) reanalysis
(Kalnay et al. 1996) for temperature and wind stress, re-
spectively. Themodel is initialized from a state of rest and
is spun up over 5000 yr until it reaches a steady state.
Various perturbation experiments are spun off from this

control case, as described in more detail later on. Similar
numerical model setups have been used to study the
large-scale stratification and overturning circulation pre-
viously (e.g., Vallis 2000; Henning and Vallis 2005; Ito
and Marshall 2008; Wolfe and Cessi 2010, 2011).

c. Idealized simulations: Results

Although the simulation setup is very idealized it does
captures the leading-order structure of the deep strati-
fication and overturning circulation (Fig. 5). Our focus is
on an Atlantic-like ocean basin, but by changing the
buoyancy boundary conditions in the Northern Hemi-
sphere a Pacific-like simulation (with no distinct mid-
depth cell) can be easily achieved. Stratification is
concentrated in the upper ocean and extends to the
middepth and abyssal ocean. The middepth isopycnals
outcrop at high latitudes in the Northern Hemisphere
and in the circumpolar channel, whereas the abyssal
isopycnals outcrop only in the channel. Consistent with
observations, the deep overturning circulation consists
of two cells: a middepth cell, with sinking at the northern
boundary and upwelling both at low and middle lati-
tudes and in the circumpolar channel, and an abyssal
cell, with sinking at the southern boundary and upwell-
ing in the abyssal ocean and the circumpolar channel.

FIG. 3. Schematic of the domain used in idealized simulation.
The domain consists of a rectangular basin that connects to a cir-
cumpolar full-depth channel at its southern boundary.

FIG. 4. The idealized mean zonally uniform wind stress (black;
N m22) and surface temperature restoring field (8C; gray). A per-
turbed wind over the Southern Ocean is shown as a dashed black
line.
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Solution in the adiabatic limit with rotation and wind-stress

Results from a 3-D numerical model 
with surface winds and buoyancy

The dominant balance is

For weak eddies

abyssal cells, the Indian and Pacific Oceans are charac-
terized by only one cell.

b. Idealized simulations: Setup

We now describe some idealized simulations that we
will later use to test our theory, using the Modular
Ocean Model (MOM) version 4.0c (Griffies 2004). The
model is configured in a single-basin flat-bottomed do-
main (Fig. 3) with a horizontal resolution of 28 3 28 and
20 vertical levels of thickness varying from 20 m at the
top to 380 m at the bottom. The domain extends from
708S to 708N across 608 of longitude with a uniform
depth of 4 km. There is a full-depth zonally periodic
channel between 708 and 508S. The effect of eddies is
parameterized with a Gent–McWilliams-like scheme in
the form of the boundary value problem (Ferrari et al.
2010). We use a uniform diapycnal diffusivity, with
a value of kn 5 2 3 1025 m2 s21 in the control case.
Linear equation of state is used.
The surface buoyancy flux is implemented via a restoring

boundary condition on temperature with a restoring time
scale of 10 days, and salinity is set to a uniform constant.
We use a zonally uniform SST and wind stress (Fig. 4)
constructed analytically based on the annual global zonal-
mean observations from the National Oceanographic
Data Center (NODC) World Ocean Atlas 2001
(Conkright et al. 2002) and the last 20 yr of the National
Centers for Environmental Prediction–National Center
for Atmospheric Research (NCEP–NCAR) reanalysis
(Kalnay et al. 1996) for temperature and wind stress, re-
spectively. Themodel is initialized from a state of rest and
is spun up over 5000 yr until it reaches a steady state.
Various perturbation experiments are spun off from this

control case, as described in more detail later on. Similar
numerical model setups have been used to study the
large-scale stratification and overturning circulation pre-
viously (e.g., Vallis 2000; Henning and Vallis 2005; Ito
and Marshall 2008; Wolfe and Cessi 2010, 2011).

c. Idealized simulations: Results

Although the simulation setup is very idealized it does
captures the leading-order structure of the deep strati-
fication and overturning circulation (Fig. 5). Our focus is
on an Atlantic-like ocean basin, but by changing the
buoyancy boundary conditions in the Northern Hemi-
sphere a Pacific-like simulation (with no distinct mid-
depth cell) can be easily achieved. Stratification is
concentrated in the upper ocean and extends to the
middepth and abyssal ocean. The middepth isopycnals
outcrop at high latitudes in the Northern Hemisphere
and in the circumpolar channel, whereas the abyssal
isopycnals outcrop only in the channel. Consistent with
observations, the deep overturning circulation consists
of two cells: a middepth cell, with sinking at the northern
boundary and upwelling both at low and middle lati-
tudes and in the circumpolar channel, and an abyssal
cell, with sinking at the southern boundary and upwell-
ing in the abyssal ocean and the circumpolar channel.

FIG. 3. Schematic of the domain used in idealized simulation.
The domain consists of a rectangular basin that connects to a cir-
cumpolar full-depth channel at its southern boundary.

FIG. 4. The idealized mean zonally uniform wind stress (black;
N m22) and surface temperature restoring field (8C; gray). A per-
turbed wind over the Southern Ocean is shown as a dashed black
line.
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characterized by two regimes corresponding to the wind-
driven and mixing-driven circulations, respectively, with
a rather smooth transition between the two. In the limit
of weak diapycnal mixing or strong Southern Ocean
wind, the rate of the overturning circulation becomes
independent of diapycnal mixing and scales with the
Southern Ocean wind stress as t1. The depth scale of
stratification is also independent of mixing and scales
with wind stress as t1/2. This limit corresponds to the
wind-driven circulation limit discussed above and scalings
are consistent with (4.5) and (4.7). The nonlinear scaling
of the stratification depth scalewith thewind stress results
from an interhemispheric equilibration between the
Northern Hemisphere sinking, which scales quadratically
with the stratification depth scale, and the Southern
Ocean upwelling, which to the leading order is in-
dependent of the stratification depth scale.
On the other hand, in the limit of strong diapycnal

mixing or weak Southern Ocean wind, the rate of the
overturning circulation and the depth scale of stratifi-
cation become independent of the wind stress and scale
with diapycnal mixing as k2/3y and k1/3y , respectively. This
limit corresponds to the mixing-driven circulation limit
and scalings are consistent with (4.13) and (4.12) and
with previously obtained classical scalings described, for
example, in Vallis (2006).
The control simulation parameters, typical for the

presentmiddepth ocean, are in the transition zone closer

to the wind-driven circulation limit. The results suggest
that a significant change in climate resulting in a re-
duction of the Southern Ocean wind and/or an increase
in the ocean interior mixing can shift the MOC from the
wind-driven to the mixing-driven regime characterized
by a different sensitivity to external parameters.

6. Conclusions

We have presented a theory of the interhemispheric
meridional overturning circulation and associated deep
stratification in a single-basin ocean with a circumpolar
channel. The theory relies on a matching of the dy-
namics among three regions of the ocean: the circum-
polar channel in the Southern Hemisphere, a region of
isopycnal outcrop in the Northern Hemisphere, and the
enclosed ocean basin between them. In each region, the
theory is based on the primitive equations of motion, but
with different dominant balances, and includes the ef-
fects of wind, eddies, and diapycnal mixing. It explicitly
predicts the deep stratification in terms of the surface
forcing and other parameters of the problem and agrees
well with a coarse-resolution ocean general circulation
model configured in an idealized single-basin domain;
that is, the parameter dependencies predicted by the
theory are obeyed by the GCM.
The theory and idealized simulations show that, in

the parameter range typical for the present climate ocean

FIG. 11. Rate of (left) the overturning circulation (Sv) and (right) depth scale of stratification (meters) as a function
of the Southern Ocean (top) wind stress and (bottom) diapycnal diffusivity estimated from the idealized GCM
simulations (circles) and from the theory (squares).
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Summary so far
The deep and abyssal stratification of the world ocean is set in the ACC region.

The surface Ekman transport in the periodic channel is returned at the bottom: it 
overturns isopycnals until they are vertical, producing a large amount of APE.

Some APE is converted into baroclinic eddies, restratifying, but not as much as in basin.

In the weak-diffusion limit, residual overturning is along isopycnals shared with ACC.

The strength of ROC is a competition between Ekman versus eddy transport in ACC.

Simple models with parametrized eddy fluxes of buoyancy are helpful.

Quantitive results depend on the details of parametrization.

The dominant driver of the MOC is the wind-stress in the ACC.



c ; hLxV, (8)

where h is a scale for vertical variations of the stream-
function and V is a scale for the meridional velocity. Cessi

and Wolfe (2009) showed that the large-scale meridional
velocity below the wind-driven main thermocline is in
thermal-wind balance with the large-scale zonal buoy-
ancy gradient; that is,

V ; h
DbEW

fLx

, (9)

where DbEW 5 b(x 5 Lx) 2 b(x 5 0) is the change in
buoyancy from the east to the west coast. Thus, c obeys
the scaling relationship

c ;
h2DbEW

f
. (10)

These scales are evaluated at latitude of the subsurface
maximum of c, approximately the boundary between the
northern subtropical and subpolar gyres, where wE 5 0.

To make this scaling relationship meaningful, we must
determine scales for h and DbEW. As illustrated in Fig.
14, in the limit k / 0, the transport of middepth water
between isopycnals that outcrop both in the Northern
Hemisphere and in the channel, Dbc, will be conserved
along the lower branch of the pole-to-pole cell so that
hDbEW 5 hcDbc. In the limit k / 0, the isopycnals that
outcrop in the channel only will be horizontal in the
enclosed part of the basins so that h 5 hc, where

FIG. 14. As in Fig. 9 but for the CP-k1 (solid black), CP-k2
(dashed black), CP-k4 (solid gray), and CP-k8 (dashed black)
experiments.

FIG. 15. The meridional overturning streamfunction c (Sv) for the CP-k1 experiment is
shown with heavy contours: contour interval is 0.4 Sv; negative contours are dashed. Contours
for jcj . 6 Sv are not plotted. Light, dotted contours give zonally averaged temperature with
a contour interval of 0.258C for gray contours and 18C for black contours. The northern edge of
the channel is indicated by inward-pointing arrows. Note the change in vertical scale in the
lower panel.
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Does the wind in NH do anything to the MOC/ROC?

Channel edge

 ̄

One pole-to-pole cell 
between 200 and 1000 m

The Ekman return flow is shallow 
in the basin region: gyres are very 
effective at restratifying

⌧ > 0 ⌧ > 0⌧ < 0

eddies. Eddies modify the Toggweiler and Samuels pic-
ture in two ways. First, since eddies cause the channel
isotherms to slump, the importance of the sill is reduced:
the depth of the middepth water mass is set by a compe-
tition between the mean and eddy flow and is not neces-
sarily constrained by the depth of the sill. Second, we
consider the residual circulation, which is generally not
equal to the mean circulation. The residual circulation,
not the volume circulation, is what transports buoyancy
and, since it is not bound by the geostrophic constraint, net
meridional buoyancy transport is possible at any depth. In
the nearly adiabatic interior, the residual circulation is
approximately conserved along isotherms (Marshall and
Radko 2003, 2006), so the transport of middepth water is
set by surface processes in the channel, consistent with
Toggweiler and Samuels (1993, 1995, 1998). These surface
processes include not only direct wind forcing but also
significant horizontal diabatic eddy fluxes: about 50% of
the poleward transport per unit degree of middepth water
owing to the Ekman flow is cancelled by an eddy flux in
the opposite direction.

The theory for the middepth stratification presented
here is an elaboration of that put forth by Gnanadesikan
(1999). Gnanadesikan’s model is essentially a two-box
model of the ocean with a box representing the middepth
water mass and the other representing the main thermo-
cline. This model is used as a basis for predicting the depth

of the pycnocline D, taken by Gnanadesikan to be the
interface between the two water masses on the western
boundary. It is argued that D is set by competition among
four effects: 1) transformation of light to dense water in
the NH, 2) diffusive upwelling through the subtropical

FIG. 18. The residual overturning streamfunction cres for the CP-k1 experiment is shown with
heavy contours. The abscissa is in nominal height coordinates ẑ: contour interval is 0.4 Sv;
negative contours are dashed. Light, dotted contours give zonal and temporal mean isothermal
height with a contour interval of 0.258C for gray contours and 18C for black contours. The
shading shows the cumulative distribution of surface temperature S. The northern edge of the
channel is indicated by inward-pointing arrows. Note the change in vertical scale in the lower
panel. Here cres has been smoothed meridional by a Hanning filter with a half width of 33 km
that operated along surfaces of constant T.

FIG. 19. Maximum middepth residual overturning rate cres in the
subtropics for the CP and WP series experiments as a function of
diffusivity k.
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Effect of wind-stress in the sinking region
Include wind-stress in vertically integrated momentum balance in the sinking region:

The zonally integrated transport of northern sinking is
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Check these predictions with a GCM

Geometry: one basins + circumpolar region in SH: 
• Continent is 1-grid space wide 
• Zonally uniform surface forcing (wind, 

temperature, salt) 
• Primitive equations on a sphere (MITgcm) 
• Low-diffusivity regime 
• 1 degree resolution with GM parametrization 
• Domain is 60o wide, 140o long, 4000m deep. 
• Submarine ridge south of continent’s end 

Preliminary results by Laura Cimoli, U Oxford

Depth of isopycnals 
 increases and ROC 
decreases with  
increasing NH wind

Interhemispheric cell smaller with larger NH winds



Summary so far
The deep and abyssal circulation and stratification in the world ocean is set in the ACC: 
competition between overturning by  wind-stress and  APE release by baroclinic eddies.

The MOC occurs primarily along isopycnals, with contributions from wind-stress at end-points, 
diapycnal diffusion and eddy-fluxes of buoyancy. 



Global Meridional Overturning Circulation (3-D)

Lumpkin and Speer (2006)

Zonally integrated in different sectors 
vertically cumulated in density

Deep cell in the Atlantic + Southern Ocean

Abyssal cell in Ind-Pacific + Southern Ocean

Southern Ocean sector: from 80S to 32S 
all longitudes. Dominated by abyssal  
thermally direct call, and a deep thermally 
indirect cell.



A schematic of the Meridional Overturning Circulation in 3-D

Marshall and Speer (2012)

• Wind-driven upwelling in the Southern Ocean (SO) pumps waters up & north 
• Baroclinic eddies transport buoyancy  poleward in the SO 
• Diffusive upwelling in all oceans pumps deep water up 
• Deep water formation occurs in North Atlantic (saltier), but not North Pacific 
• The sinking site is in the Atlantic 
• Water entering the Pacific returns to the Atlantic in the upper branch



Ekman transport

Diffusive upwelling

Sinking basin (Atlantic)

Non-sinking basin 
(Indo-Pacific)

Northern sinking

Long continent

Diffusive upwelling

No northern sinking in passive basin: Ekman transport from Southern 
Ocean + diffusive upwelling must transfer from non-sinking to sinking basin

Eddy transport
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Add a non-sinking basin connected through a channel



ha Isopycnal depth on east of active basin 

hp Isopycnal depth on east of passive basin
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Isopycnals are deeper in non-sinking basin
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Check these predictions with a GCM

Geometry: two basins + circumpolar region in SH: 
• Basins have same latitudinal extent 
• Basins have different widths (narrow one is half as wide) 
• Different continent lengths in the S.H. 
• Continents are 1-grid space wide 
• Zonally uniform surface forcing (wind, temperature, 

freshwater flux) 
• Primitive equations on a sphere (MITgcm) 
• Low-diffusivity regime 
• 1 degree resolution with GM parametrization 
• Domain is 210 degrees wide and periodic, 4000m deep. 
• Submarine ridge south of long continent’s end Surface salinity is higher in 

sinking basin despite zonally 
uniform freshwater flux



The zonally integrated ROC
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Interbasin  salinity difference is smaller for  
wide-basin sinking 
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A 50-years journey of a particle

Particles stay mostly on isopycnals, except in tropics and sinking region



Horizontal structure of the flow above b⇤

Narrow basin sinking                                             

Visualize the 2-d flow integrating �

y

= �U +

Z
x

$|�h

dx

Thick contours: 2.5 Sv apart. Colors:  10 Sv apart

Exchange flow originates in SH of passive basin and enters active basin on western boundary
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The lower branch of the ROC: deep western boundary current, Stommel-Arons gyre  
merging with wind-driven subpolar gyre in weakly stratified region.

b⇤

Narrow basin sinking                                             

Visualize the 2-d flow integrating -U

Horizontal structure of the flow below
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Similar to Stommel’s view (1957) of the OC

Inter-hemispheric circulation, confined to a boundary current

In the top branch we also have locally wind-driven gyres

+

=

Currents snaking around with open and closed streamlines


