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ABSTRACT

High spatial resolution isopycnal diffusivities are estimated in the Kuroshio Extension (KE) region (28°–40°N, 120°–190°E) from a global 1/10° Parallel Ocean Program (POP) simulation. The numerical float tracks are binned using a clustering approach. The number of tracks in each bin is thus roughly the same leading to diffusivity estimates that converge better than those in bins defined by a regular geographic grid. Cross-stream diffusivities are elevated in the southern recirculation gyre region, near topographic obstacles and downstream in the KE jet, where the flow has weakened. Along-stream diffusivities, which are much larger than cross-stream diffusivities, correlate well with the magnitudes of eddy velocity. The KE jet suppresses cross-stream mixing only in some longitude ranges. This study estimates the critical layer depth both from linear local baroclinic instability analysis and from eddy phase speeds in the POP model using the Radon transform. The latter is a better predictor of large mixing length in the cross-stream direction. Critical layer theory is most applicable in the intense jet regions away from topography.

1. Introduction

Mesoscale eddies dominate the global ocean kinetic energy budget (Ferrari and Wunsch 2009). They also transport and mix properties throughout the World Ocean and interact with the mean flow field, consequently playing an important role in ocean circulation and climate variability. Intense mesoscale variability is associated with western boundary currents (WBCs) once they separate from the continental shelf and flow eastward. The Kuroshio Extension (KE) is an example of such a current. The KE forms the eastward arm of the poleward North Pacific WBC and creates a front between warm, salty subtropical water to the south and cold, fresh subpolar water to the north (e.g., Donohue et al. 2008; Howe et al. 2009). Mixing of properties between these gyres arises from cross-frontal fluxes caused by eddies in the form of rings, meander crests and troughs, and frontal waves (e.g., Donohue et al. 2008; Howe et al. 2009). Significant eddy generation occurs along the front through instability processes (e.g., Kouketsu and Yasuda 2008; Waterman et al. 2011) and through jet/eddy-topography interaction. In addition, remotely generated eddies propagate into the KE system and interact with the KE front (e.g., Greene et al. 2009; Tracey et al. 2012).

The KE system consists of quasi-permanent recirculation gyres to the north and south of the jet (e.g., Jayne et al. 2009). Eddies here, as well as in the jet core, alter the mean state through eddy-mean flow interactions (e.g., Waterman et al. 2011). Eddies and the dynamic state of the KE (i.e., whether it is weakly or strongly meandering) influence the formation rates of North Pacific Subtropical Mode Water in the southern recirculation gyre (e.g., Talley et al. 1995; Qiu et al. 2007; Donohue et al. 2008; Oka and Qiu 2012). Since this water mass is coupled to air–sea heat and gas exchange, knowing the nature and spatial variability of eddy mixing in the KE region is key to gaining an improved understanding of the regional circulation and climate variability.
One of the goals of the observational Kuroshio Extension System Study (KESS) field campaign was to study the generation of mesoscale eddies and their role in cross-frontal fluid exchange in the KE region (Donohue et al. 2008). The main in situ instrument array was located to the east of Japan, centered on the first quasi-stationary meander crest and trough in the KE jet and configured to measure mesoscale variability (Donohue et al. 2008). From the KESS observations, Waterman et al. (2011) described the structure of the mean KE jet and local eddy variability, as well as the nature of eddy-mean flow interactions. Tracey et al. (2012) documented downstream propagation of KE meanders, as well as coupling between the KE jet and upstream-propagating deep-ocean eddies; the vertical coupling between these topographically controlled deep eddies was also explored by Greene et al. (2009, 2012). Bishop et al. (2013) identified upgradient eddy heat fluxes from the array, and the impact of eddies on water mass variability was reported by Qiu et al. (2007) and Qiu and Chen (2011). However, KESS encompassed too small a geographic region to allow us to study the spatial variability of diffusivity in both the along-jet and cross-jet directions. Using a pseudotrack clustering approach (Koszalka and LaCasce 2010), this study estimates the spatial distribution of eddy diffusivities in the KE region (28°–40°N, 120°–190°E) using floats that were deployed and advected online in a global eddying ocean model.

Relatively less attention has been paid to eddy mixing in the KE than in the Gulf Stream and Southern Ocean (e.g., Owens 1984; Bower and Rossby 1989; Marshall et al. 2006; Shuckburgh et al. 2009; Griesel et al. 2010; Ferrari and Nikurashin 2010; Klocker et al. 2012a). Like the Gulf Stream Extension, the KE is primarily a free inertial jet (Waterman and Jayne 2011), whereas the Antarctica Circumpolar Current (ACC) is primarily driven by momentum input by wind stress, which corresponds to about 70% of the global wind power input (Wunsch 1998). Eddy-mean flow interactions in the western boundary jets also differ from those in the ACC (Chen 2013; Chen et al. 2014). Yet, all these current systems are characterized by narrow and intense jets that are associated with a highly variable eddy field, and they all play key roles in regulating the climate system.

The vertical structure of isopycnal eddy mixing rates in the cross-mean flow (i.e., cross stream) direction in the Gulf Stream and Southern Ocean has received much attention (e.g., Bower et al. 1985; Bower and Rossby 1989; Yuan et al. 2004; Abernathey et al. 2013). Elevated cross-stream mixing occurs at middepth in the core of ACC jets (e.g., Abernathey et al. 2010; Klocker et al. 2012b); similar mixing occurs in the Gulf Stream (e.g., Owens 1984; Bower et al. 1985; Bower and Rossby 1989). Using linear baroclinic instability analysis, Lozier and Bercovici (1992) and Smith and Marshall (2009) found that elevated cross-stream mixing occurs at the critical layer depth (CLD), where the wave phase speed matches the mean flow. For a review of CLD theory, see Naveira Garabato et al. (2011). However, these studies do not capture the full range of conditions in the Southern Ocean and Gulf Stream. Klocker and Abernathey (2013) found that meridional diffusivities from satellite-derived velocities in the eastern Pacific resemble those from the diffusivity theory in Ferrari and Nikurashin (2010), which builds on the critical layer theory of Green (1970).

For the KE region, however, the vertical structures of eddy mixing rates have not been investigated, and it is unknown whether critical layer theory applies there. The goals of this study are to analyze the three-dimensional spatial structures of isopycnal eddy diffusivities at high resolution and to assess the relevance of critical layer theory to the vertical structures of mixing in the KE region. Considering that the local baroclinic instability hypothesis breaks down in the KE region (e.g., Waterman et al. 2011; Waterman and Jayne 2011; Chen 2013; Chen et al. 2014), we estimate CLD using both the local baroclinic instability analysis approach from Smith and Marshall (2009) and a new method using realistic eddy phase speeds from a global eddying ocean model. We also examine whether the mixing length theory in Ferrari and Nikurashin (2010) applies to our study domain by comparing mixing length from theory and that from numerical floats. Our results will be contrasted with the Southern Ocean findings from previous studies.

The simulated ocean circulation in standard resolution climate models is sensitive to the choice of eddy mixing parameterization (e.g., Danabasoglu and Marshall 2007), which is typically a downgradient closure scheme (e.g., Redi 1982; Gent and McWilliams 1990; Visbeck et al. 1997; Roberts and Marshall 2000). Eddy tracer fluxes with or without rotational components (Marshall and Shutts 1981) can be upgradient in western boundary current extension regions (e.g., Eden et al. 2007; Waterman and Jayne 2011; Waterman and Hoskins 2013; Bishop et al. 2013); hence, these key eddy processes may be misrepresented in coarse-resolution models. Characterizing isopycnal eddy mixing in the KE region is therefore an important step toward improving eddy parameterization schemes.

The paper is organized as follows: Section 2 describes the configuration of the global eddying model with numerical floats deployed and advected. Section 3 introduces the pseudotrack clustering approach to estimate eddy diffusivities from floats. Section 4
2. Eddying model configuration and numerical floats

2.1. Model description

The Parallel Ocean Program (POP; Dukowicz and Smith 1994) model setup used in this study is that of Maltrud et al. (2010), except for the type of atmospheric forcing. It has a nominal longitudinal resolution of 1/10° and has 42 vertical levels with thicknesses smoothly varying from 10 m at the surface to 250 m in the lower water column, with the maximum depth occurring at 6000 m. Partial bottom cells (Pacanowski and Gnanadesikan 1998) were included to improve the representation of flows over topography and of topographic waves.

Subgrid-scale horizontal mixing was parameterized using biharmonic diffusion operators; the viscosity and diffusivity values vary spatially with the cube of the average grid cell length (see Maltrud et al. 1998). Their equatorial values, denoted by the subscript 0, are $\nu_0 = -2.7 \times 10^{10} \, m^4 \, s^{-1}$ and $\kappa_0 = -0.3 \times 10^{10} \, m^4 \, s^{-1}$, respectively. Subgrid-scale vertical mixing was parameterized using the $K$-profile parameterization (Large et al. 1994). No sea ice model was explicitly included; however, surface potential temperature and salinity (5 m) were tightly restored to climatological-mean observational values in regions where sea ice occurs, as identified from monthly climatological sea ice observations.

Our initial state was obtained from year 30 of the Maltrud et al. (2010) POP simulation that was forced with climatological monthly averaged “normal year” Coordinated Ocean–Ice Reference Experiments (CORE) atmospheric fluxes (Large and Yeager 2009). We ran forward from this initial state using daily CORE2 interannually varying fluxes for the years 1990–2007. Years 1990–93 were considered an adjustment period to the synoptic, interannually varying fluxes.

2.2. Float deployments and trajectories

One million Lagrangian floats were released online into the global domain using spacings of 0.25° in latitude and 2.5° in longitude with 23 vertical levels. The small meridional spacing is used to resolve mixing across the narrow quasi-zonal jets, whereas coarser zonal spacing is chosen as floats are rapidly advected by zonal flows. The vertical spacing below the mixed layer matches the vertical spacing of the POP model, since we do not expect to extract additional information by increasing the vertical resolution beyond the model discretization.

The numerical floats were deployed at the beginning of the year 1994 and were then advected through the three-dimensional flow for 1 yr using a fourth-order Runge–Kutta scheme (Griesel et al. 2014). The float positions as well as temperature, salinity, potential density, and velocity at these locations are saved at daily intervals. The number of floats was chosen as a trade-off between model efficiency and the need to maximize the number of trajectories in the global domain for subsequent Lagrangian statistical analysis.

The bathymetry of the KE region is shown in Fig. 1; superimposed on it are streamlines that are obtained from

$$\psi_g = g f^{-1} \eta,$$

where $\eta$ is the time-mean sea surface height during 1994/95 from the POP model. The Izu–Ogasawara (Izu) Ridge runs perpendicular to the upstream KE flow, the Shatsky Rise is located around 160°E where the streamlines start to diverge, and the Emperor Seamounts and Hess Rise are situated farther to the east where the streamlines have significantly diverged.

Figure 2 shows eddy velocity magnitudes from the floats and the number of days that numerical floats spend in each 0.5° bin (float days) at representative
depth intervals. Eddy velocity magnitudes for 400–600 m (Fig. 2a) and 1400–1600 m (Fig. 2b) were found to be representative of those above and below 900 m, respectively; eddy velocity magnitudes in the upper 900 m are the largest in the meandering jet core between 130° and 160°E, while below 900 m, the largest magnitudes occur in the jet core at around 150°E. More float days are found in the upper ocean because of the finer vertical resolution of the float deployment there. Though the floats are deployed uniformly in the horizontal plane at the beginning of 1994, the number of float days in each regular geographic bin is spatially inhomogeneous due to the flow inhomogeneity. For the upper depth range, floats are more concentrated in patches to the east of 160°E and to the south of the jet. In the lower depth range, the highest values are seen sporadically in the western domain. In all, this leads to diffusivity estimates with convergence properties that are highly nonuniform in regular geographic bins (Koszalka and LaCasce 2010; Koszalka et al. 2011).

The variable $A_n(t)$ measures the degree to which floats move along isopycnal surfaces,

$$A_n(t) = \left( \frac{\partial p}{\partial z} \right) \left[ x_n(t) \right]^{-1} \frac{d \rho_n(t)}{dt}, \tag{2}$$

where $\rho_n(t)$ is the potential density of the $n$th float at time $t$ with surface as the reference level, $\bar{p}$ is the 2-yr (1994/95) mean potential density, and $x_n(t)$ is the position of the $n$th float at time $t$. For 92% of the floats, over the 1-yr period, the time mean of $A_n(t)$ is less than 0.2 m day$^{-1}$. This indicates that the daily mean distance that most floats drift away from isopycnals is small. The standard deviation of $A_n(t)$ for 98% of the floats is less than 3 m day$^{-1}$, indicating that most floats fluctuate relative to a mean isopycnal surface by less than 3 m day$^{-1}$. Given the small time mean and standard deviation of $A_n(t)$, following Griesel et al. (2014), we assume that the diffusivity inferred from the horizontal...
3. Methodology to diagnose isopycnal eddy diffusivities

a. Choice of diffusivity formulation

Critical layer theory predicts a local maximum of cross-jet eddy mixing at the critical layer depth due to a reduced suppression factor (e.g., Ferrari and Nikurashin 2010); mixing suppression occurs when eddies propagate relative to the mean flow. To explore this possibility, we will examine eddy diffusivities both along and across the time-mean Eulerian velocity directions. These diffusivity components will hereafter be referred to as cross-stream ($\kappa_\perp$) and along-stream ($\kappa_\parallel$) diffusivities. To compare our results in the KE region with analogous findings in the Southern Ocean (e.g., Griesel et al. 2010, 2014), we use the diagnostic formulas employed by Griesel et al. (2010, 2014):

$$\kappa_\perp(x, \tau) = \int_0^\tau d\tau' \langle u'_\perp(t_0 | x, t_0) u'_\perp(t_0 + \tau | x, t_0) \rangle_L, \quad (3)$$

and

$$\kappa_\parallel(x, \tau) = \int_0^\tau d\tau' \langle u'_\parallel(t_0 | x, t_0) u'_\parallel(t_0 + \tau | x, t_0) \rangle_L, \quad (4)$$

where $\langle \rangle$ denotes the ensemble average of many floats. The time lag $\tau$ can be either positive or negative. Here $u'_\perp(t_0 + \tau | x, t_0)$ denotes the residual velocity, projected in the direction perpendicular to the time-mean Eulerian flow, at time $t_0 + \tau$, when the float passes position $x$ at time $t_0$. Similarly, $u'_\parallel(t_0 + \tau | x, t_0)$ is the residual velocity in the direction of the time-mean Eulerian flow. Residual velocities denote the float velocities subtracted from the local “time-mean” Eulerian velocity at the float position. We remove the local time mean rather than the spatially uniform time mean from the float velocities, in order to reduce the contribution of the dispersion due to the mean flow shear to the estimated diffusivities (Griesel et al. 2010). Results shown next use residual velocities from which 2-yr mean Eulerian velocities are removed; removal of 1-yr means leads to similar results.

More detailed discussion about the diffusivity formulation, including the minimization of the dispersion from mean flow shear, is provided by Griesel et al. (2010). Equations (3) and (4) are consistent with the diffusivity estimation framework by Davis (1987, 1991), which extends the Taylor (1921) diffusivity for homogeneous flow to the case with inhomogeneities and mean flow. In contrast to the approach that we employed, Rypina et al. (2012) introduced an alternative Lagrangian approach to examine the eddy-induced dispersion through constructing “spreading ellipses,” which can indicate the dominant dispersion direction.

b. Choice of the bin type: Pseudotrack clustering approach

The ensemble average in the diagnostic formulas [Eqs. (3) and (4)] can be computed by averaging the autocorrelation functions over all the float tracks passing through a chosen finite area (or bin) (e.g., Griesel et al. 2010; Klocker et al. 2012b). Regular geographic bins or streamline-based bins, used in earlier studies (e.g., McClean et al. 2002; Zhurbas and Oh 2003; Griesel et al. 2010), can contain very different numbers of float trajectories. This leads to highly variable uncertainties in the diffusivity estimates. For example, in the KE region, the streamlines $\psi_y$ squeeze together in the longitude range where the jet flow is intense and then abruptly diverge in the longitude range where the jet is weaker (Fig. 2). Some streamline bins in the upstream of the KE jet cover small areas and therefore have few float trajectories, whereas farther downstream in the KE jet, the streamline-based bins are geographically large and contain many trajectories, which results in small error bars but coarse spatial resolution.

The adaptive bin clustering method from Koszalka and LaCasce (2010) leads to diffusivity estimates that converge at high resolution. Thus, this approach can resolve both along-stream and cross-stream structures of eddy mixing, allowing us to assess how jets, eddies, and topography influence eddy mixing. We construct adaptive bins in two steps. First, the positions of the floats passing through our study domain at the selected depth range of $[h_1, h_2]$ were gathered every other day. We track each float position backward and forward for another 69 days. These 139-day float track segments are termed pseudotrajectories, following Klocker et al. (2012b). Diffusivity structures are not sensitive to the choice of segment length (i.e., 119, 139, or 199 days). Second, we used the midpositions of these pseudotrajectories and the clustering algorithm of Koszalka and LaCasce (2010) to construct irregularly distributed adaptive bins for the depth range of $[h_1, h_2]$. We apply this method for 11 nonoverlapping depth ranges. These bins have variable sizes and shapes. Each bin contains around 500 pseudotrajectories, corresponding to an average bin size of $1.4^\circ \times 1.4^\circ$. At 400–600 m, the bins outside of the KE jet are denser, since floats travel more rapidly within the KE jet, and thus fewer float days are available within the current (Fig. 3). In the deep ocean, large areas without coverage are due to slow advective time scales there.
Our adaptive bin construction method differs in two respects from that of Koszalka and LaCasce (2010). First, we use three dimensions rather than two. Since the number of float days decreases with depth (Fig. 2), we increase the depth interval from 125 m at the surface to 500 m in the deep ocean (Fig. 3) to keep the spatial resolution at different depth ranges roughly the same. Second, Koszalka and LaCasce (2010) broke each float trajectory into nonoverlapping segments and used the midpoints of these segments to construct their bins. In contrast, we break each float trajectory into pseudo-trajectories. Pseudotrajectories from the same float trajectory can have some overlap with each other, as illustrated in the diagrams in Griesel et al. (2010) and Klocker et al. (2012b). Therefore, more pseudotrack data are available than for the nonoverlapping segment case, and thus higher spatial resolution diffusivity estimates are obtained. Using pseudotrajectories also improves the temporal resolution: nonoverlapping segments represent only a limited number of points in time, while the overlapping segments are more effective at representing eddy mixing over the entire time period.

c. Convergence comparison between adaptive bins and geographic bins

Converged diffusivities in a selected bin for positive $\tau$ and negative $\tau$ are defined as

$$
\kappa_{+\infty} = \int_{\tau_1}^{\tau_2} \kappa(\tau) \, d\tau \quad \text{and} \quad \kappa_{-\infty} = \int_{-\tau_1}^{-\tau_2} \kappa(\tau) \, d\tau .
$$

Here $[\tau_1, \tau_2]$ and $[-\tau_2, -\tau_1]$ are within the lead–lag range when $\kappa(\tau)$ has reached convergence. Our convergence criterion is presented in the appendix. In this study, $[\tau_1, \tau_2]$ and $[-\tau_2, -\tau_1]$ are respectively the first and last 20 days in each overlapping segment, as indicated by the red lines in Fig. A1. These values are chosen because most bins converge over these two ranges. Diffusivities presented in sections 4 and 5 are

![Fig. 3. Location of centroids for each adaptive bin (black dots) at four selected depth intervals: (a) 400–600, (b) 900–1400, (c) 1900–2400, and (d) 3400–3900 m. The number of pseudotrajectories for each bin is around 500, and the length of each pseudotrack is 139 days. Colored areas denote the coverage of the midpositions of the tracks for each bin, and the color denotes the number of tracks per bin. Black lines denote the streamlines.](image-url)
Consistent with Koszalka and LaCasce (2010), we find that the number of float tracks in regular bins varies much more than in adaptive bins. Probability density functions of numbers of pseudotracks with midpositions passing through $2^\circ \times 2^\circ$ geographic and adaptive bins at depths between 900 and 1400 m (Fig. 4) show a broad range of values for geographic bins, while for adaptive bins, the number of pseudotracks is predominantly between 400 and 600. In Table 1, we compare convergence statistics of eddy diffusivities, as measured by the percentage of bins, for four types of bins: adaptive and geographic having resolutions of $1.4^\circ \times 1.4^\circ$ and $2^\circ \times 2^\circ$. Better convergence is achieved when using adaptive bins rather than geographic bins and when using large (i.e., low resolution) bins rather than smaller (i.e., high resolution) bins. In the four cases in Table 1, the percentage of bins with symmetric convergence is the largest, and the percentage of bins with asymmetric convergence is the second largest. If we switch from adaptive bins to geographic bins at the same spatial resolution, the percentage of zero-side convergence cases increases 2 to 13 times, and the percentage of the two-side convergence cases (symmetric convergence and asymmetric convergence) decreases. For any given bin type, although the percentage of two-side convergence cases increases as we decrease the resolution, the percentage of two-side asymmetric convergence cases decreases.

**d. Choice of the bin size: Nonlocalness of the diffusivity estimates**

Our diffusivity estimates are nonlocal. Floats passing through one adaptive bin can possibly travel to adjacent bins in the time period before $\kappa$ asymptotes; thus, the diffusivity estimate in each bin could be a combination resulting from mixing in several adjacent bins. In fact, all types of float-based diffusivity estimates are nonlocal (Rypina et al. 2012). To quantify the nonlocalness of our
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**Fig. 4.** Probability density function of the number of pseudotracks with midpositions passing through $2^\circ \times 2^\circ$ (a) geographic bins and (b) adaptive bins located between 900 and 1400 m.

$$\kappa_\infty = \frac{\kappa_{+\infty} + \kappa_{-\infty}}{2}. \quad (6)$$

<table>
<thead>
<tr>
<th>Case number, bin type, bin size</th>
<th>Case 1, Adaptive, $1.4^\circ$</th>
<th>Case 2, Adaptive, $2^\circ$</th>
<th>Case 3, Geographic, $1.4^\circ$</th>
<th>Case 4, Geographic, $2^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric converged $k_\perp$</td>
<td>44.8</td>
<td>65.3</td>
<td>39.0</td>
<td>54.5</td>
</tr>
<tr>
<td>Asymmetric converged $k_\perp$</td>
<td>39.5</td>
<td>30.3</td>
<td>37.9</td>
<td>32.9</td>
</tr>
<tr>
<td>One-side converged $k_\perp$</td>
<td>14.4</td>
<td>4.1</td>
<td>14.1</td>
<td>7.2</td>
</tr>
<tr>
<td>Zero-side converged $k_\perp$</td>
<td>1.3</td>
<td>0.4</td>
<td>9.0</td>
<td>5.5</td>
</tr>
<tr>
<td>Symmetric converged $k_\parallel$</td>
<td>45.0</td>
<td>62.2</td>
<td>38.8</td>
<td>56.6</td>
</tr>
<tr>
<td>Asymmetric converged $k_\parallel$</td>
<td>39.9</td>
<td>29.8</td>
<td>37.5</td>
<td>29.9</td>
</tr>
<tr>
<td>One-side converged $k_\parallel$</td>
<td>12.1</td>
<td>6.1</td>
<td>13.9</td>
<td>7.2</td>
</tr>
<tr>
<td>Zero-side converged $k_\parallel$</td>
<td>3.0</td>
<td>2.0</td>
<td>9.9</td>
<td>6.2</td>
</tr>
</tbody>
</table>
diffusivity estimates, we define the variance ellipse (e.g., Morrow et al. 1994) of positions of pseudotrajectories passing through each adaptive bin.

We define $\sigma_1^2$ as the variance of float positions along the major axis,

$$\sigma_1^2 = \frac{1}{2} [\sigma_x^2 + \sigma_y^2 + \sqrt{(\sigma_x^2 - \sigma_y^2)^2 + 4(\sigma_{xy}^2)^2}],$$

(7)

and define $\sigma_2^2$ as that along the minor axis,

$$\sigma_2^2 = (\sigma_x^2 + \sigma_y^2) - \sigma_1^2.$$

(8)

Here $\sigma_2^2$ represents the variance of zonal float positions relative to the centroid of each adaptive bin:

$$\sigma_2^2 = \frac{\int_{t_a}^{t_b} \sum_{i=1}^{N} [x_i(t) - x_c(t)]^2 dt}{N(\tau_b + \tau_a)},$$

(9)

where $x_i(t)$ and $y_i(t)$ are the zonal and meridional positions at time $t$ of the $i$th float passing through the selected bin. The terms $x_c$ and $y_c$ are the zonal and meridional position of the centroid of the selected bin. Replacing $x_i(t)$ and $x_c$ with $y_i(t)$ and $y_c$ in Eq. (9), we obtain the variance of meridional float positions relative to the bin centroid $\sigma_y^2$. The term $\sigma_{xy}^2$ denotes the cross covariance of float positions:

$$\sigma_{xy}^2 = \frac{\int_{t_a}^{t_b} \sum_{i=1}^{N} [x_i(t) - x_c(t)] \cdot [y_i(t) - y_c(t)] dt}{N(\tau_b + \tau_a)}.$$

(10)

The area of the variance ellipse is used as a measure of the area in which pseudotrack floats travel within the selected bin:

$$A_{\text{ellipse}} = \pi \sigma_1 \sigma_2.$$

(11)

The spatially averaged $A_{\text{ellipse}}$ for the 139-day pseudo-float tracks passing through each bin decreases with depth, from $600^2$ km$^2$ at the surface level to $200^2$ km$^2$ in the deep ocean (not shown). The decrease of $A_{\text{ellipse}}$ is because velocities decrease with depth and corresponding floats travel more slowly in the deep ocean. In many bins, $\kappa(\tau)$ has asymptoted to a constant before the full time lag $\tau$. Therefore, a more accurate measure of the nonlocalness of our diffusivity estimates is to calculate the “effective $A_{\text{ellipse}}$,” defined as $A_{\text{ellipse}}$ for pseudo-float tracks over the time range of $[-\tau_{\text{eq1}}, \tau_{\text{eq2}}]$, that is, $\tau_a$ and $\tau_b$ in Eqs. (9) and (10) are chosen to be $\tau_{\text{eq1}}$ and $\tau_{\text{eq2}}$. The terms $\tau_{\text{eq1}}$ and $\tau_{\text{eq2}}$ are defined as the earliest lead–lag days that $\kappa(\tau)$ converges, and they can be calculated by repeating the convergence test in the appendix for each $\tau$. At all depth levels, the domain average of the effective $A_{\text{ellipse}}$ is less than $200^2$ km$^2$, which is the same order of magnitude as the adaptive bin area.

4. Horizontal diffusivity structures

Along-stream eddy diffusivities in the KE region at representative depth intervals are shown in Fig. 5. We compared their patterns with those of eddy velocity magnitudes (e.g., Figs. 2a,b) and found that elevated values of along-stream diffusivities occur mostly in
regions characterized by high eddy velocity magnitudes, that is, to the west of 155°E in the KE jet. Along-stream diffusivities in Fig. 5a are representative of the upper 900 m: the largest values occur in the jet core extending from 130° to 155°E. Figure 5b represents depths below 900 m: again, the largest values occur in the jet core from 130° to 155°E. However, diffusivities located up to several degrees of longitude to the east of the Izu Ridge are low.

Cross-stream eddy diffusivities for four representative depth intervals are shown in Fig. 6. They have patchy structures with variations both along and across the KE jet core. These patterns are quite different from those of the along-stream eddy diffusivities. In the upper 900 m, as illustrated in Figs. 6a and 6b, elevated cross-stream mixing occurs in the jet core at the Izu Ridge where the jet leaves the coast (around 140°E), south of the jet core at 140°–150°E (i.e., the southern recirculation gyre region), and at the Shatsky Rise, where the KE jet has weakened (150°–160°E). In the middepth and deep ocean, as illustrated in Figs. 6c and 6d, cross-stream diffusivities are elevated at some topographic features. For example, cross-stream mixing is elevated east of the Izu Ridge, at and surrounding the Shatsky Rise, at some spots at the northern rim of the Hess Rise (i.e., 37°N, 180°E), in the middle part of the Emperor Seamount (i.e., 35°N, 170°E) and at the seamount chain south of the jet around 150°E. Besides these topographic features, cross-stream mixing below 1900 m is also large at the KE jet core at 145°–155°E. The magnitude of cross-stream diffusivity decreases with depth: maximum values reach around $8 \times 10^4 \text{m}^2\text{s}^{-1}$ in the upper 125 m and $3500 \text{m}^2\text{s}^{-1}$ at 900–1400 m; the spatially averaged values are around $5000 \text{m}^2\text{s}^{-1}$ in the upper 125 m and $500 \text{m}^2\text{s}^{-1}$ at around 900–1400 m.

While diffusivities are normally assumed to be downgradient and therefore positive, cross-stream diffusivities are negative at some locations. However, only 14% of negative diffusivities are statistically significant at the 95% confidence level. Regions where negative diffusivities are significant are downstream of the KE jet (145°–160°E) throughout the water column and west of the Izu Ridge (Fig. 6). Section 6 provides further discussion, but a detailed examination of the mechanisms and float behaviors responsible for these negative values is left for future study.

Diffusivity patterns here are similar to those in the Southern Ocean in the following. In both regions, differences between cross-stream diffusivity and eddy velocity patterns indicate that eddy kinetic energy alone is insufficient for parameterizing cross-stream mixing (Griesel et al. 2010; Naveira Garabato et al. 2011), in contrast with predictions from quasi-homogeneous
turbulence (Taylor 1921). In addition, the ACC acts as a barrier for cross-jet mixing only at some longitudes (Griesel et al. 2010; Naveira Garabato et al. 2011). Similarly, cross-stream mixing in the upper 900 m of the KE jet core is not suppressed at the Izu Ridge or downstream near the Shatsky Rise, but it is suppressed at 140°–155°E (Figs. 6a,b). Also, jets in the Southern Ocean are “leaky” with elevated mixing near some topographic obstacles (e.g., Griesel et al. 2010; Naveira Garabato et al. 2011; Thompson and Sallée 2012). Some mechanisms proposed to explain the leaky behavior are the large mean flow strain caused by topography (Naveira Garabato et al. 2011), unsteady jet behaviors (Thompson 2010), and the combination of eddy kinetic energy amplification and closed streamlines downstream of topography (Thompson and Sallée 2012). Enhanced cross-stream mixing at topographic obstacles also exists in our study domain (Fig. 6c); however, the relevance of these previously proposed topographic mechanisms to the KE region remains an open question. Finally, similar to the Southern Ocean (Griesel et al. 2010), along-stream diffusivities here have much larger magnitudes than those of cross-stream diffusivities. In the 11 depth intervals we selected, the ratio between the spatially averaged along-stream and cross-stream diffusivities ranges from 3 to 7 (not shown).

5. Vertical structures of mixing and application of critical layer theory

In this section, we estimate CLD (section 5a) and compare it with the depths where mixing lengths are large (section 5b). Then we compare the mixing length from critical layer theory with that from numerical floats (section 5c).

a. Critical layer depth diagnosed from two approaches

Both linear and weakly nonlinear wave theories, developed in an idealized fluid system with uniform mean flow and a flat bottom, predict that cross-stream mixing can have a local maximum value at the critical layer, where the wave phase speed along the mean flow direction matches the mean flow magnitude (e.g., Green 1970; Killworth 1997; Ferrari and Nikurashin 2010; Naveira Garabato et al. 2011). For example, Killworth (1997) considered the case where the mean flow can be in any arbitrary direction. He found that diffusivities are not suppressed by the mean flow when

$$U \cdot \frac{K}{|K|} = \frac{\omega}{|K|},$$

which is equivalent to

$$\frac{|U| k_0}{|K|} = \omega.$$  \hspace{1cm} (13)

Here $U$ is the mean flow vector, $K$ is the wavenumber vector, and $\omega$ is the wave frequency. The term $k_0$ is the wavenumber component along the mean flow direction, and it can be obtained by projecting $K$ onto the direction of $U$. Therefore, a critical layer occurs when

$$|U| = \omega/k_0,$$  \hspace{1cm} (14)

that is, when the mean flow magnitude is equal to the wave phase speed along the mean flow direction. Note that $\omega/k_0$ is positive if the wave propagates downstream and negative if it propagates upstream relative to the mean flow vector.

1) CRITICAL LAYER DEPTH FROM LINEAR INSTABILITY ANALYSIS

Smith and Marshall (2009) estimated CLD in the Southern Ocean using the linear local baroclinic instability analysis approach from Smith (2007). They assumed that $K$ and $\omega$ in Eq. (12) are the wavenumber vector and frequency of the fastest-growing baroclinically unstable wave with the energy transfer rate of at least $5 \times 10^{-4}$ W m$^{-2}$ from the instability analysis. The CLD is then identified as the depth at which Eq. (12) holds for the wave with the fastest growth rate. They found that the CLD is around 1000 m in the Southern Ocean, and it is shallower on the equatorial flank of the ACC. Vollmer and Eden (2013) provided global estimates of CLD and diffusivities using the same instability analysis approach.

Using the POP time-mean geostrophic velocity and stratification fields for 1994/95, smoothed to 0.5° × 0.5° resolution using a boxcar filter, we diagnosed the CLD following Smith and Marshall (2009). Multiple solutions exist at many locations. The shallowest CLD at each grid point is shown in Fig. 7a. It is typically shallower than 500 m at the Izu Ridge and in coastal areas. The CLD in the KE jet core at 140°–155°E is more or less uniform (around 1000 m), while north and south of the jet core, the CLD has a patchy distribution of deep and shallow values. East of 160°E, the CLD is generally shallower and more uniform than it is farther west, with a spatially averaged value of 660 m. We also repeated this calculation with a more spatially smoothed 1° × 1° version of the POP fields; this showed less small-scale variability of the CLD, although the large-scale features remained the same.
2) CRITICAL LAYER DEPTH FROM THE RADON APPROACH

Southern Ocean eddies are mostly generated by baroclinic instability (e.g., Döös and Webb 1994; Drijfhout 2005; Thompson 2008); however, the linear local baroclinic instability assumption, upon which the above CLD diagnosis method is based, breaks down in the KE region. Here the eddy-mean flow interaction process is very non-local (Chen 2013; Chen et al. 2014); barotropic instability is as important as baroclinic instability and eddies feed energy back to the mean flow downstream of the KE jet (e.g., Qiu 1995; Hurlburt and Metzger 1998; Lebedev et al. 2003; Waterman et al. 2011; Waterman and Hoskins 2013). Thus, the wave speed here from the POP model could differ from that based on the instability analysis above.

Therefore, we estimated CLD from eddy phase speeds along the mean flow direction in the POP model, denoted by \( C_{x} \). Figure 8 illustrates how we estimate \( C_{x} \) from the Hovmöller diagram of potential vorticity (PV) anomalies using the Radon transform. Consistent with \( \omega/k_0 \) in section 5a, \( C_{x} \) is positive if eddies propagate downstream and negative if they propagate upstream relative to the mean flow vector. The mean flow can be quite nonzonal in some areas; therefore, estimating phase speeds along the mean flow direction, not the zonal direction, is one key. Our \( C_{x} \) estimates are considered unreliable in areas where the mean flow varies greatly on spatial scales smaller than the length of the Hovmöller diagram (300 km here) (Fig. 8c). We obtained the CLD by comparing \( C_{x} \) in the three-dimensional spatial space with the mean flow magnitudes. The CLD from this Radon approach (Fig. 7b) does not exist in the intense KE jet from 135° to 155°E, though CLD from instability analysis (Fig. 7a) occurs there at 1000 m. East of 160°E, the CLD from the Radon approach is 820 m on average, larger than that from instability analysis by 160 m.

b. Vertical structures of mixing and relevance of critical layer depth to elevated mixing

Cross-stream mixing rates are influenced not only by \( C_{x} - U \), but also by eddy velocity magnitudes (Ferrari and Nikurashin 2010); therefore, to test whether critical
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**Fig. 7.** The shallowest critical layer depth (m) at each location from (a) linear local baroclinic instability analysis and (b) estimated from realistic eddy phase speeds. Black contours are streamlines. The hatched area indicates the region where estimates about realistic phase speeds along-mean flow direction at the critical layer depth are unreliable, and details of estimating realistic eddy phase speeds are in Fig. 8.
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**Fig. 8.** (a) Hovmöller diagram of normalized PV anomalies along the \( x' \) direction extending from \(-150 \) to \(150 \) km, at \(729 \) m in the year 1994. Note that \( x' \) aligns with the direction of mean flow at \( x' = 0 \), that is, 35°N, 174°E. Eddy phase speeds along the mean flow direction, denoted by \( c_{x'} \), at 35°N, 174°E can then be diagnosed from the Radon transform of the Hovmöller diagram. Black lines denote the dominant slope from Radon transform. PV anomalies denote the deviation of PV from its mean over 1994/95. In the upper 130 m, the seasonal cycle is removed from the PV anomalies before the Radon transform is carried out. (b) A schematic illustrating how to choose the direction of \( x' \) if we aim to diagnose \( c_{x'} \) at the red dots. PV anomalies along the 300-km black line are extracted to form the Hovmöller diagram. (c) The case where our estimates of \( c_{x'} \) do not represent eddy phase speeds along mean flow direction and thus are “unreliable.” In this case, the spatial variation of the mean flow direction is large, and thus the \( x' \) direction deviates greatly from the mean flow direction at points away from the red dot. Our arbitrary criterion is that if the mean deviation along the black line is larger than 40°, our \( c_{x'} \) estimate is unreliable.
layer theory applies, it is more reasonable to check whether the CLD is associated with the local maxima of cross-stream mixing length, not of cross-stream diffusivities. Cross-stream mixing length estimated from numerical floats is defined as

\[ L_{\text{mix}} = \frac{\kappa}{u_{\text{rms}}} \Gamma. \]  

(15)

where \( u_{\text{rms}} \) is the eddy velocity magnitude, that is, \( \sqrt{u'^2 + v'^2} \), and \( \Gamma \) is a mixing efficiency (Klocker and Abernathey 2013). Generally \( \Gamma \) is assumed to be order one, and this study chooses \( \Gamma = 0.35 \), which follows Klocker and Abernathey (2013) and is consistent with Taylor (1915). The spatial structure of \( L_{\text{mix}} \) and thus the locations of large \( L_{\text{mix}} \) are independent of the choice of \( \Gamma \). Results in section 5c are insensitive to \( \Gamma \) within the range from 0.3 to 3.

Results in the cross sections vary with longitude, and we present three representative categories based on their salient features (Figs. 9–11). A single-core jet typifies category 1 cross sections, occurring at the longitudes where the KE jet is intense and away from the main topographic features (i.e., 142°–150°E) (Fig. 9). The jet core clearly suppresses mixing in the upper 1000 m, but no local mixing maximum exists at middepth. Consistent with critical layer theory, a CLD from the Radon approach (black dots) does not exist beneath 1000 m, but no local mixing maximum exists at middepth. Consistent with critical layer theory, a CLD from instability analysis (magenta dots) is located at around 1000 m and fails to predict the absence of a local maximum of \( L_{\text{mix}} \). These cross sections differ from those in POP in the longitudinal ranges of the Southern Ocean where one prominent jet is found. At those longitudes, the jet acts as a cross-stream mixing barrier at the surface, but the local maximum of cross-stream mixing occurs at middepth between 1000 and 1500 m (Griesel et al. 2014). Other Southern Ocean studies also reveal these features (Abernathey et al. 2010; Cerovecki et al. 2009).

Category 2 cross sections occur east of 162°E, but away from the main topographic features in Fig. 1 (i.e., 162°–169°E) (see Fig. 10). Multiple jets exist in most of these cross sections, and these jets appear consistent with zonal jets (Maximenko et al. 2005, 2008). Here upper-ocean cross-stream mixing is suppressed by some of the jets, especially the relatively strong ones. At middepth, large mixing lengths exist in most cross sections. Most black dots (CLD from the Radon approach) and some magenta dots (CLD from instability analysis) correspond well with these middepth maxima of \( L_{\text{mix}} \).

Category 3 cross sections occur at the main topographic features, that is, Shatsky Rise (156°–161°E), Emperor Seamount (170°–173°E), and the Hess Rise (174°–186°E). The mixing vertical structures are hard to summarize: at some cross sections, a local maximum in mixing length occurs at middepth and near the ocean bottom. But in these regions, both CLD estimates are poor predictors of large mixing length. For example, at 179°E, some jets still suppress mixing (Fig. 11c2), elevated mixing occurs near the bottom, and dots representing the CLD are not collocated with large mixing length (Fig. 11c1).

To quantitatively determine the skill of CLD in predicting local mixing maxima, we define an index, that is, the percentage of CLD points occurring at areas with elevated values of \( L_{\text{mix}} \) in each latitude–depth cross section. The elevated mixing area is defined as the region in each cross section where

\[ L_{\text{mix}} > \bar{L}_{\text{mix}} + \sigma(L_{\text{mix}}). \]  

(16)

The term \( \bar{L}_{\text{mix}} \) is the median of \( L_{\text{mix}} \) in that cross section, and \( \sigma(L_{\text{mix}}) \) is the standard deviation of \( L_{\text{mix}} \) relative to \( L_{\text{mix}} \). Figure 12a shows the index, which is larger far from topography (white areas) than close to topography (shaded areas). Categories 1 and 2 fall into the white area of Fig. 12a. Also, at most longitudes, the index for CLD from the Radon approach (black line) is generally larger than that for CLD from instability analysis (magenta line). In summary, the CLD from the Radon approach is a better predictor of local mixing maxima, and the CLD predicts elevated mixing better in regions away from topography (Figs. 9–12).

c. Testing the relevance of the theoretical mixing length

1) THEORY AND PREVIOUS WORK

Ferrari and Nikurashin (2010) employed a single-wavenumber stochastic model to extend the critical layer theory of Green (1970). They linked the cross-stream eddy mixing not only with mean flow magnitude and eddy phase speeds, but also with other eddy properties (i.e., eddy velocity magnitude, size, and decorrelation time scale). Klocker and Abernathey (2013) rewrote their diffusivity formula into a mixing length formula:

\[ L_{\text{mix, theory}} = \frac{L}{1 + k_{\text{eddy}}^2 \gamma^{-2}(c_w - |U|)^2}, \]  

(17)

where \( k_{\text{eddy}} \) is the eddy wavenumber, \( \gamma^{-1} \) is the eddy decorrelation time, and \( |U| \) is the mean flow magnitude. The term \( L \) is considered to be the eddy length scale (Klocker and Abernathey 2013). Assuming the
Fig. 9. Cross sections of (a1),(a2) magnitude of the time mean flow (m s$^{-1}$) over the years 1994/95, (b1),(b2) cross-stream diffusivities ($10^4$ m$^2$ s$^{-1}$), and (c1),(c2) mixing length (km) in the cross-stream direction ($L_{mix}$) at 146°E. Cross sections in (left) $z$ coordinates and (right) isopycnal coordinates. Black contours are those of time mean flow magnitude, and white contours are those of the time-mean potential density over the year 1994/95. Magenta dots denote critical layer depths from Fig. 7a, and black dots are those from the nonhatched area in Fig. 7b. Adaptive bins and thus diffusivity estimates are of coarser resolution compared to that of mean velocity magnitudes from the POP model. Thus, white areas in middle and bottom panels can be larger than those in the upper panels.
mean flow is zonal, Klocker and Abernathey (2013) and Klocker et al. (2012a) tested the relevance of the theory to the meridional or vertical structure of mixing length in the Southern Ocean and east Pacific. Note that \( C_w \) is the wave phase speed along the mean flow direction, which is not necessarily zonal. Consistent with \( \omega/k_0 \) in Eq. (14), \( C_w \) is positive if the waves propagate downstream and negative if waves propagate upstream.

2) CHOICE OF EMPIRICAL EDDY PARAMETERS

One challenge to test the validity of \( L_{\text{mix,theory}} \) in the ocean or models is to specify reasonable empirical eddy parameters in the mixing length formula [Eq. (17)]. The
formula is based on the single-wavenumber and frequency assumption; however, the ocean eddy field includes motions with a wide range of wavenumbers, frequencies, and phase speeds (Wunsch 2010; Klocker et al. 2012a; Wortham 2013). Klocker et al. (2012a) estimated these parameters by least squares fitting the theoretical formula to the Lorentzian curve, which represents diffusivity as a function of mean flow. This method cannot be applied here though because of the heavy computational load required for the global eddying model.

Inspired by Klocker and Abernathey (2013), we estimated the empirical eddy parameters directly from the POP model. The term \( C_w(x, y, z) \) is estimated from the
Hovmöller diagram method illustrated in Fig. 8, that is, it is equal to \( C_w \). Considering that ocean variability has a broad range of wavenumbers and include both vortices and a background field (e.g., McWilliams 1984; Maltrud and Vallis 1991; Polvani et al. 1994; Chelton et al. 2011; Buckingham and Cornillon 2013), we choose \( k_{\text{eddy}} \) in Eq. (17) to be the centroid of the eddy kinetic energy spectrum, that is,

\[
k_{\text{eddy}}(x, y, z) = \sqrt{\tilde{k}^2 + \tilde{l}^2} \frac{\partial S_{\text{EKE}}(k, l, \omega)}{\partial k \partial l} dk \partial l d\omega,
\]

where \( k \) is the zonal wavenumber, \( l \) is the meridional wavenumber, and \( \omega \) is frequency. The value \( S_{\text{EKE}} \) is the frequency–wavenumber spectra of eddy kinetic energy in a horizontal patch at depth \( z \), with \( (x, y) \) as its center and with a size of \( 3^\circ \times 3^\circ \). Following Klocker and Abernathey (2013), we choose \( L \) and \( \gamma \) in Eq. (17) to be

\[
L(x, y, z) = \frac{2\pi}{k_{\text{eddy}}(x, y, z)} \quad \text{and} \quad \gamma(x, y, z) = \frac{u_{\text{rms}}(x, y, z)}{2FL(x, y, z)}.
\]

3) RESULTS

We estimated the theoretical mixing length \( L_{\text{mix,theory}}(x, y, z) \) from Eq. (17), using empirical parameters diagnosed from the POP model. To compare it with the mixing length from floats \([L_{\text{mix}}(x, y, z)]\), we diagnosed the correlation as a function of longitude between the latitude–depth cross sections of \( L_{\text{mix,theory}} \) and that of \( L_{\text{mix}} \) (Fig. 12b). The correlation coefficients are larger than other areas in the longitude range where the KE jet core is intense and away from topography (the red line between the gray and blue area). This statement is also confirmed through comparison of spatial patterns (not shown). The correlation in the topographic regions (shaded area in Fig. 12) is mostly insignificantly different from zero or significantly negative. Therefore, our findings here are consistent with those reported in section 5b: critical layer theory is relevant in the intense jet area away from topography.

The theoretical mixing length formula from Ferrari and Nikurashin (2010) is based on the assumption that the mean flow and eddy phase speeds vary on spatial scales that are larger than the eddy size and that the mean flow has jet parallel structure (Ferrari and Nikurashin 2010; Naveira Garabato et al. 2011). The spatial variation of mean flow and eddy properties due to topography may be one cause of the breakdown of the theory. On the other hand, errors in our estimates of eddy properties near topography may also contribute to the mismatch between \( L_{\text{mix}} \) and \( L_{\text{mix,theory}} \). Our estimates of \( C_w \) and \( k_{\text{eddy}} \) are based on the assumption that the mean flow and eddy properties vary slowly.
in space. This assumption likely breaks down near topography.

6. Discussion and summary

Our first goal was to characterize spatially resolved isopycnal eddy mixing rates in the KE region. Isopycnal eddy diffusivities were estimated using a clustering approach that is based on the use of adaptive bins and a large number of numerical pseudo–float tracks. Diffusivities obtained using adaptive bins converge better than those computed using geographic bins. Cross-stream diffusivities, which differ greatly from the eddy velocity magnitude patterns, exhibit small-scale spatial variability, with elevated values in the recirculation gyre region, near topographic features, and in the downstream KE jet, which has greatly weakened.

Our second goal was to examine the vertical structures of cross-stream mixing and assess whether the critical layer theory applies. Besides estimating CLD from linear local baroclinic instability analysis, we also diagnosed CLD from realistic eddy phase speeds using the Radon transform. Considering the breakdown of the linear local baroclinic instability assumption in the intense KE jet area, it is unsurprising that the CLD inferred from realistic eddy phase speeds is a better predictor of elevated mixing in our domain. In the intense jet area away from topography, critical layers occur at depths with large mixing lengths, and the cross-stream mixing length from the theory of Ferrari and Nikurashin (2010) is positively correlated with the float-based mixing length. This indicates a need for detailed process studies focused on the influence of topography on eddies, mixing, and critical layers.

Isopycnal eddy mixing in the KE region and the Southern Ocean have both similarities and differences. First, as in the Southern Ocean (Griesel et al. 2010, 2014), high cross-stream mixing in the KE occurs in some regions with major topographic features, and the jet suppression of cross-stream mixing does not occur everywhere. Second, evidence for the breakdown of critical layer theory has also been identified in the Southern Ocean (Naveira Garabato et al. 2011; Sallée et al. 2011). Third, Abernathey et al. (2010) identified a local maximum of mixing at middepth in the Southern Ocean and attributed it to the critical layer mechanism. However, in the intense KE jet, neither a local maximum of cross-stream mixing nor a critical layer exists.

At least two techniques exist to identify transport barriers, which impede mixing. One way is to estimate diffusivities (e.g., Ferrari and Nikurashin 2010; Abernathey et al. 2013; Griesel et al. 2014). Theories, such as the critical layer theory, have been developed to interpret the diffusivity patterns. An alternative, probably more rigorous, way to detect transport barriers is to use the recently developed geodesic theory from Haller and Beron-Vera (2012). The two techniques are distinct yet related. Diffusivities in this study, in spite of the nonlocal nature of this estimate, denote the averaged mixing rates in a selected finite area in the Eulerian space (i.e., bin) over some time period (e.g., 1 yr). If cross-stream diffusivities are smaller in the time-mean jet than in the surrounding region, then the jet functions as a mixing barrier. In geodesic theory, barriers are identified as instantaneous material lines with locally minimally stretching, which form, move in space with time, and break (Haller and Beron-Vera 2012). Future work will be needed to link these two methods.

Negative eddy diffusivities using Lagrangian methods are, for the first time, identified over the western Izu Ridge and in the downstream KE jet (section 4). Up-gradient eddy fluxes occur in the downstream extensions of western boundary currents (see section 1). If the Lagrangian eddy diffusivity estimate converges, the Lagrangian eddy diffusivity is consistent with the Eulerian eddy diffusivity (Davis 1987, 1991; Griesel et al. 2010). Thus, negative Lagrangian diffusivities probably occur in the regions with upgradient eddy fluxes, which correspond to negative Eulerian diffusivities.

One way to further interpret negative diffusivities is to examine float statistics. We examined the autocorrelation, the integrand of Eq. (3):

\[ R_\perp(x, \tilde{\tau}) = \langle u'_\perp(t_0, x, t_0) u'_\perp(t_0 + \tilde{\tau} x, t_0) \rangle_L . \]  
(20)

An analytical solution to \( R_\perp(x, \tilde{\tau}) \) for small-amplitude, single-wavenumber eddies was formulated by Klocker et al. (2012a) [see their Eq. (18)]. The solution predicts first that as \( \tilde{\tau} \) increases, \( R_\perp \) oscillates between positive and negative lobes, while decaying; second, the existence of negative lobes is due to the mismatch between \( \xi' \) and mean flow magnitude \( U \), that is, the suppression of diffusivity by mean flow; and third, smaller values of \( |\xi' - U| \) imply a wider lobe in the \( \tilde{\tau} \) space. At the Izu Ridge where negative \( \kappa_\perp \) occurs, \( |\xi' - U| \) averaged over all the float tracks in the bin decreases as \( \tilde{\tau} \) increases due to the flow inhomogeneity. Therefore, the negative lobe following the positive lobe can have a larger area than the positive lobe, and thus \( \kappa_\perp \) can be negative. Consistent with the above interpretation, the negative diffusivities in these bins are due to the large negative lobes of \( R_\perp(x, \tilde{\tau}) \). Yet, this mechanism is limited, as the eddy size and other properties can be inhomogeneous too, and the analytical solution is based on several assumptions. Also, the origin of the negative lobe is still under debate (Griesel et al. 2010).
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APPENDIX

Methodology for the Convergence Test

One way to check whether the diffusivity $\kappa$ asymptotes to a constant value is to see whether $\kappa(\tau)$ has leveled off as the lead–lag time period $\tau$ increases. While the “level-off” can be judged by eye (e.g., Griesel et al. 2010; Klocker et al. 2012a,b; Griesel et al. 2014; LaCasce et al. 2014), we provide a simple quantitative criterion to judge whether $\kappa(\tau)$ asymptotes to a constant in a statistical sense, given the limited number and duration of float data available for assessing $\kappa$.

The criterion used to judge the convergence properties of $\kappa(\tau)$ is as follows: Consider positive lags (i.e., $\tau > 0$) in the first instance. Define $\bar{\sigma}(\tau)$ as two standard errors of $\kappa(\tau)$ using the boot-strap technique in Griesel et al. (2010) and Klocker et al. (2012b). Also define the best-fit straight line for $\kappa(\tau)$ in the range of $\tau \in [\tau_1, \tau_2]$ as

$$\bar{\kappa}(\tau) = a\tau + b. \quad (A1)$$

If $|a(\tau_2 - \tau_1)|$ is smaller than the minimum value of $2\bar{\sigma}(\tau)$ in the range of $\tau \in [\tau_1, \tau_2]$, it means that the trend of $\kappa(\tau)$ is statistically insignificant, and thus $\kappa(\tau)$ has leveled off over $\tau_1 \rightarrow \tau_2$ (asymptotes to a constant) in the statistical sense. Besides the linear fit criterion, if the number of pseudotacks for each bin is less than 100, $\kappa$ is assumed not to have converged. The convergence criterion for negative lags (i.e., $\tau < 0$) is the same. Figure A1 illustrates the convergence tests: for some bins, diffusivities have converged for both positive and negative $\tau$; while for some others, diffusivities converge for either positive or negative $\tau$ or for neither.

Our statistical test above is reproducible and robust given the available float trajectories. If the amount of float data increases, the error bar magnitude and the
magnitude of the long-term deterministic trend can be reduced.

In some bins, $\kappa(\tau)$ converges toward different values on the two sides (e.g., Fig. A1b), that is,

$$|\kappa_+ - \kappa_-| > \sqrt{\sigma_+^2 + \sigma_-^2}, \quad (A2)$$

where $\sigma_+$ is the two standard errors of $\kappa_+$ from the boot-strap technique and $\sigma_-$ is the two standard errors for $\kappa_-$. In some other bins, $\kappa(\tau)$ converges to the same values on the two sides (e.g., Fig. A1a), that is,

$$|\kappa_+ - \kappa_-| \leq \sqrt{\sigma_+^2 + \sigma_-^2}. \quad (A3)$$

We term the former case “asymmetric convergence” and the latter case “symmetric convergence.” Asymmetric convergence has not been identified or emphasized in previous studies, and its causes remain unclear. It could be related to the nonlocal nature of Lagrangian eddy diffusivities, mixing inhomogeneities, or the fluid nonstationarity. If pseudotrajectories entering or leaving the bin are dominated by different dynamical regimes in spatial and temporal space, asymmetric convergence might occur. Another issue is whether this phenomenon is an artifact of high-resolution diffusivity estimates or real physics.

Theory for small-amplitude and single-wavenumber eddies in the constant mean flow predicts that 1) the autocorrelation function for cross-stream diffusivities has both decaying and oscillating parts, 2) a negative lobe tends to follow the positive lobe, and integrating the autocorrelation to the first zero crossing can overestimate diffusivity (Klocker et al. 2012a). The POP model represents a realistic scenario. As reported by Rypina et al. (2012), the autocorrelation functions in some adaptive bins with converged diffusivities have shapes consistent with theory; in some other bins, other shapes are identified. In spite of the various shapes, the magnitude of the autocorrelation function roughly drops to zero or oscillates at small magnitudes at the lead–lag time period when $\kappa$ has leveled off based on our statistic tests. This is because the diffusivity is the integration of the autocorrelation function.
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