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ABSTRACT

This study discusses the upper-ocean (0–200m) horizontal wavenumber spectra in the Drake Passage from

13 yr of shipboard ADCP measurements, altimeter data, and a high-resolution numerical simulation. At

scales between 10 and 200 km, the ADCP kinetic energy spectra approximately follow a k23 power law. The

observed flows are more energetic at the surface, but the shape of the kinetic energy spectra is independent of

depth. These characteristics resemble predictions of isotropic interior quasigeostrophic turbulence. The ratio

of across-track to along-track kinetic energy spectra, however, significantly departs from the expectation of

isotropic interior quasigeostrophic turbulence. The inconsistency is dramatic at scales smaller than 40 km. A

Helmholtz decomposition of theADCP spectra and analyses of synthetic and numericalmodel data show that

horizontally divergent, ageostrophic flows account for the discrepancy between the observed spectra and

predictions of isotropic interior quasigeostrophic turbulence. In Drake Passage, ageostrophic motions appear

to be dominated by inertia–gravity waves and account for about half of the near-surface kinetic energy at

scales between 10 and 40 km. Model results indicate that ageostrophic flows imprint on the sea surface, ac-

counting for about half of the sea surface height variance between 10 and 40 km.

1. Introduction

We investigate the governing dynamics at mesoscales

to submesoscales in the upper ocean, with focus on the

partition between geostrophic and ageostrophic flows.

Specifically, we analyze upper-ocean kinetic energy

and sea surface height (SSH) variance spectra in the

Antarctic Circumpolar Current (ACC) using 13 yr of

shipboard ADCP measurements in Drake Passage,

complemented by satellite altimeter products and a 1-km

numerical simulation with embedded tides.

This paper extends recent studies in the Gulf Stream

(Wang et al. 2010; Callies and Ferrari 2013, hereinafter

CF13; Bühler et al. 2014) to the Southern Ocean, where

differences in dynamical regimes and scales are expected.

In particular, the ACC is organized in multiple fronts

(e.g., Nowlin et al. 1977), and the combination of relatively

high latitude and weak stratification results in a mean

deformation radius of ;16km and restricts the internal

wave continuum to a rangeof periods from;20min to 14h.

Following CF13, we employ two main diagnostics:

spectral slopes of one-dimensional, along-track wave-

number spectra and the ratio of across-track to along-

track kinetic energy (KE) spectra. These diagnostics are

applied to in situ velocity measurements (section 3),

synthetic data (section 5), and a 1-km primitive equation

numerical model (section 6). Following Bühler et al.

(2014), we split the one-dimensional KE spectra into

rotational and divergent components and into inertia–

gravity wave and geostrophic flow components (sections

3 and 6). We further separate both synthetic and model

velocity into horizontally divergent and rotational parts,

and we compute KE and SSH variance isotropic spectra.

We find that the upper-ocean KE spectra in Drake

Passage are consistent with isotropic, interior, quasi-

geostrophic (QG) turbulence masked by horizontally

divergent, ageostrophic flows. These ageostrophic mo-

tions are likely dominated by inertia–gravity waves and

project onto horizontal scales as large as 150 km but are

more significant at scales between 10 and 40km where

they account for about half of the KE. Model results
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indicate that horizontally divergent flows strongly im-

print onto SSH.

2. Theoretical predictions

CF13 review the theoretical predictions for the oce-

anic horizontal wavenumber spectra at scales between 1

and 200 km. We summarize only the most fundamental

results and emphasize the assumptions under which they

are obtained.

The two turbulence paradigms invoked in the sub-

mesoscale range are interior QG and surface quasigeo-

strophic (SQG). Under the assumptions of statistical

homogeneity and isotropy, QG turbulence theory

predicts a k23
h power law for scales smaller than the

forcing scale, where kh 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 1 l2

p
is the isotropic hori-

zontal wavenumber (Charney 1971; CF13). This forcing

scale is generally associated with the wavelength of the

most unstable mode of interior baroclinic instability

(e.g., Salmon 1998). Under the same assumptions, SQG

turbulence predicts k25/3
h power law at scales smaller

than the forcing scale (Blumen 1978; CF13). It is not

clear what would set the forcing scale of pure SQG

turbulent flows in the ocean.

Shipboard transects and along-track altimeter obser-

vations permit estimation of only one-dimensional

(along track) wavenumber k spectra. In geostrophic

turbulence, which is nondivergent to leading-order,

isotropic, and one-dimensional wavenumber spectra

follow the same power law (CF13). Furthermore, along-

track Ĉy and across-track Ĉu velocity variance spectra

are related through (Charney 1971)

Ĉu 52k
dĈy

dk
. (1)

Thus, if the isotropic spectrum follows a k2n
h power law,

then Ĉy and Ĉu are related through the scaling exponent

n: Ĉu 5 nĈy. This important result was observed by

Charney when comparing his predictions for geo-

strophic turbulence against data (Charney 1971). The

ratioR[ Ĉu/Ĉy is thus a simple diagnostic that should be

used together with spectral slopes to interpret one-

dimensional KE spectra (CF13; Bühler et al. 2014).
Ageostrophic motions (inertia–gravity waves, mixed

layer (ML) instabilities, fronts, filaments, stratified tur-

bulence, Langmuir cells, convection cells, etc.) are also

important in the submesoscale range. These flows typi-

cally flatten the spectra because they project onto small

scales. A simple horizontally isotropic (empirical)

model exists only for the spectrum of the internal wave

continuum [the Garrett–Munk spectrum (GM); Munk

1981]. Analysis of spectra in different vertical levels and

isopycnals provides insight for interpreting wavenumber

spectra dominated by different types of ageostrophic

motions (CF13).

3. Velocity observations

a. The ARSV Laurence M. Gould ADCP data

We use data from the U.S. Antarctic research and

supply vessel (ARSV) Laurence M. Gould (LMG); the

dataset is an update of the one used by Lenn et al. (2007)

and by Lenn and Chereskin (2009). The LMG crosses

Drake Passage approximately twice per month on its

way to Palmer Station, Antarctica, and back to Punta

Arenas, Chile. While steaming at ;10 knots (kt; 1 kt 5
0.51m s21; ;5m s21), the LMG measures near-surface

(26–300m) currents using a hull-mounted 153.6-kHz

ADCP. About 290 transects spanning 1999–2012 are

available. The LMG research activities and weather

conditions prohibit acquisition of data along an exactly

repeating transect; there are three main routes (Lenn

et al. 2007). The transects converge to about the same

location in the north and the southern tip of South

America and spread out poleward (Fig. 1). The ADCP

data are available from the National Oceanographic

Data Center (http://ilikai.soest.hawaii.edu/sadcp/).

The data were processed using the Common Ocean

Data Access System (CODAS; Firing et al. 2012; details

at http://currents.soest.hawaii.edu/docs). In short, the

ship-relative currents are rotated from the ship frame of

reference to a geographic frame using the ship’s gyro-

compass, corrected in post-processing using global po-

sitioning system (GPS) attitude measurements. An

accurate measurement of the ship’s velocity is obtained

from high-precision GPS. The speed of sound at the

transducers, which are immersed in an antifreeze solu-

tion, is determined from a sound velocity probe in the

well. The final 5-min (;1.25 km), 8-m vertical bin av-

erage absolute ocean currents are accurate to;2 cm s21

(appendix A). We block average the data every 5 km to

make them evenly spaced, and this reduces the in-

strumental error to ;1 cm s21 (appendix A).

The ship takes;17min to travel 5 km,;5.5 h to cover

100 km, and ;2 days to cross the passage (;1000km).

We assume the ship velocity (;5m s21) is much larger

than the along-track propagation speed of the fluctua-

tions (the fast-tow assumption; e.g., Wang et al. 2010;

CF13). For buoyancy frequencies of 3.5 3 1023 and

6.0 3 1023 rad s21 [Argo climatology; dataset produced

by Roemmich and Gilson (2009)], the minimum period

cutoff for free internal gravity waves (IW) is;30min to

the north and ;17min to the south of the Polar Front

(PF). The fast-tow assumption is reasonable for high-

frequency internal waves because these flows project

onto small scales (,50km). Linear first-mode internal
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tides have a propagation speed of ;1.5m s21 (see sec-

tion 7) and are likely aliased. We assess the effects of the

aliasing of high-frequency motions on spectral slopes

using data from a numerical model (section 6). More-

over, removing barotropic tides using estimates from a

shallow-water model constrained to satellite altimeter

data [TOPEX/Poseidon, version, 7.2 (TPXO7.2); up-

dated from Egbert et al. (1994)] does not change the

ADCP spectral characteristics in Drake Passage; theM2

constituent dominates the tidal signal, with currents at

the instrumental noise level (,2 cm s21). The spectra

presented here include barotropic tides.

We select 800-km-length, gap-free transects; no in-

terpolation is performed. For each transect, at each depth,

the velocity components are rotated onto an along-track/

across-track coordinate system. We then remove the

spatial mean and linear trend, multiply each transect by a

Hanning ‘‘spectral window,’’ and compute the discrete

Fourier transform; results are insensitive to the choice of

window. We repeated the calculations mirroring each

transect to make it periodic. Spectra of ‘‘periodized’’

transects are indistinguishable from the prewindowed

spectra within error bars. The spectra are corrected for

the variance removed by the window. We do not remove

the low-resolution gridded mean; removing the mean

changes the spectra only at scales larger than ;200km.

We form spectral estimates bymultiplying the Fourier

coefficients by their complex conjugate and averaging

over all realizations in three different layers (26–50, 58–

98, and 106–202m). Climatologically, the mean mixed

layer depth (MLD) in Drake Passage is ;40 6 10m in

summer and;1206 30m in winter, with deeper MLDs

north of the Polar Front [Argo mixed layers; dataset

produced by Holte et al. (2010) and Holte and Talley

(2009)]. Hence, the deepest layer considered in this

study is deeper than the ML except in some realizations

in winter. The weak stratification in Drake Passage,

however, makes MLDs difficult to determine; different

methods lead to inconsistent MLDs, particularly north

of the Polar Front (Stephenson et al. 2012). Because of

this caveat, we avoid discussing the results in terms of

ML/pycnocline motions; we explicitly state the range

of depths in each layer. Finally, Ekman currents are

relatively small in Drake Passage (,2 cm s21) and decay

significantly in the upper 50m (Lenn and Chereskin

2009) and therefore are likely present only in the 26–

50-m layer.

Given the length of transects and resolution of the

reduced data, the ADCP KE spectra resolve horizontal

variability at scales spanning 1.03 1021 cyclesperkilometer

(cpkm; 10 km; Nyquist scale) to 1.25 3 1023 cpkm

(800 km; fundamental scale) with spectral resolution

of 1.25 3 1023 cpkm. Formal errors are obtained

FIG. 1. (a) Gridded mean (vectors) and eddy kinetic energy

(colors) from ADCP data at 26m (uppermost bin). The black line

depicts the mean position of the Polar Front [1993–2013, updated

from Sallée et al. (2008)]. (b) Segments of tracks from AltiKa al-

timeter. (c) Subdomain of llc4320 simulation used in this study.

Colors represent a snapshot of surface vertical vorticity normalized

by the local inertial frequency.
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assuming that the Fourier coefficients are normally

distributed (details in appendix B).

We employ a recently proposed Helmholtz de-

composition to split the spectra into horizontally rota-

tional and divergent components (Bühler et al. 2014).

This decomposition assumes that the flow is statistically

stationary, homogeneous, and horizontally isotropic, and

the fields are periodic (Bühler et al. 2014). Under these

assumptions, the unique decomposition is achieved

given the across-track Ĉu(k) and along-track Ĉy(k) KE

spectra estimated from observations (details in appen-

dix C). FollowingBühler et al. (2014), we further separate
the rotational and divergent spectra into inertia–gravity

wave and geostrophic flow components. Since no

buoyancy data of sufficient quality and horizontal res-

olution concurrent with the ADCP data are available,

we use the Garrett Munk spectrum for inertia–gravity

waves (e.g., Munk 1981) to achieve the second step of

the Bühler et al. (2014) decomposition (appendix C).

b. Results

We present along-track wavenumber spectral esti-

mates for along-track and across-track velocity compo-

nents (Fig. 2). (In all figures, KE spectra are plotted, i.e.,

half of the across-track and along-track velocity variance

spectra.) The spectra are steep at scales smaller than

200 km and flatten out at larger scales. Although this

flattening at large scales could represent an actual

change in inertial range or in the dynamics, the finiteness

of the transects may account for part of this flattening.

We only discuss results at scales between 10 and 200 km.

The across-track KE spectrum (Ĉu/2; the red line in

Fig. 2) is just slightly flatter than k23 at scales smaller

than 200km. The along-track KE spectrum (Ĉy/2; the

blue line in Fig. 2) is flatter than Ĉu but steeper than k22.

The across-track KE spectrum Ĉu is larger than the

along-track KE spectrum Ĉy at scales between 40 and

200 km. The two spectra Ĉu and Ĉy are indistinguishable

below 40km. The across-track to along-track KE ratioR

varies from ;2.7 at 170 km to ;1.0 at 40 km. The aver-

age value of R at scales between 40 and 200km is 1.526
0.06, 1.52 6 0.06, and 1.54 6 0.08 for depth intervals of

26–50, 58–98, and 106–202m, respectively.

The Helmholtz decomposition of Bühler et al. (2014)
indicates an equipartition between rotational (K̂c; the

green line in Fig. 2) and divergent (K̂f; the yellow line in

Fig. 2) KE components at scales between 10 and 40km.

The rotational component K̂c dominates at scales larger

than 40km. The divergent component K̂f accounts for

only ;10% of the total KE at 200 km.

Both KE components Ĉu and Ĉy are more energetic

across all scales in the 26–50-m depth range compared to

deeper levels. However, the spectral shape does not

present any obvious depth dependence, that is, spectral

slopes and the across-track to along-track ratio R are

very similar across all layers. KE spectra from a 38-kHz

ADCP recently installed on the LMG (Firing et al.

2012) suggest that these spectral characteristics extend

to depths of ;1000m; uncertainties are much higher

owing to a small number of transects, and therefore we

do not discuss these results here.

To assess the effect of the Polar Front on the spectra

(e.g., rendering the results statistically inhomogeneous),

we computed spectra using 250-km-length subtransects

north and south of the climatological PF (outside the

gray shaded region in Fig. 1). These spectra resolve

variability at scales spanning 10–250km, with a resolu-

tion of 43 1023 cpkm. While the region north of the PF

is more energetic, as also seen in the physical domain

(Fig. 1), the spectral shape and the across-track to along-

track R are very similar in both subregions (Fig. 3). The

collapse of the KE components Ĉu and Ĉy into a single

curve seems to extend to larger scales south of the PF.

More years of data are required to assess this potential

difference with statistical significance.

The wave–vortex decomposition assuming the

Garrett–Munk spectrum for the inertia–gravity wave

component yields a consistent picture (Figs. 2d–f). In

particular, the geostrophic flow component dominates at

scales larger than 100 km, whereas the inertia–gravity

wave component dominates at scales smaller than

40km; at scales between 40 and 100km, there is an ap-

proximate equipartition between vortex and inertia–

gravity wave kinetic energy (Fig. 2d). The spectra of the

geostrophic flow component are consistent with pre-

dictions of isotropic, interior, quasigeostrophic turbu-

lence from scales between 10 and 200 km, with steep

spectra approximately following a k23 power law and

the across-track component about 3 times larger than

the along-track component (Fig. 2e).

The ADCP data show no seasonal variability. At

scales smaller than 40km, the KE spectra seem shal-

lower in austral summer than in austral winter (not

shown). But this result is insignificant at the 95% con-

fidence level; there are only about 30 degrees of freedom

(DOF) in the seasonal spectra; gaps aremore ubiquitous

in austral winter owing to high sea conditions. This ap-

parent lack of seasonality contrasts with theGulf Stream

region, where the injection of submesoscale energy sig-

nificantly flattens the KE spectrum in winter (Callies

et al. 2015). An accurate assessment of seasonality in the

Drake Passage spectra would require more data.

In summary, one-dimensional KE spectra in the ACC

in Drake Passage are reminiscent of predictions of iso-

tropic, interior, QG turbulence. Both KE spectra Ĉu and

Ĉy approximately follow a k23 power law between 10
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FIG. 2. ADCP KE spectra for three layers, (a) 26–50, (b) 58–98, and (c) 106–202m, and wave–vortex de-

composition for the 58–98-m layer: (d) total kinetic energy, (e) the geostrophic flow (vortex), and (f) the inertia–

gravity wave components of across-track and along-track components. The figure depicts across-track (red line) and

along-track (blue line) KE spectra and the spectral decomposition into horizontally rotational (green line) and

divergent components (yellow line). In (a)–(c), shades represent 95% confidence limits. For reference, k22 and k23

curves are plotted (gray lines). In (c),(d), the confidence limits are shown as single error bars.
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and 200 km. However, R ’ 1.5 , 3, suggesting that

ageostrophic flowsmay be significant across this range of

scales. The ageostrophic motions are likely dominated

by inertia–gravity waves and are dominant at scales

smaller than 40km. We further explore this question

with the aid of stochastically generated velocity fields

and a numerical model (section 6).

4. Satellite altimetry

a. The SARAL/AltiKa altimeter

Altimeter data for this analysis are drawn from the

Satellite with Argos and AltiKa (SARAL)/Ka-Band Al-

timeter Radiometer (AltiKa) altimeter, which is a French

and Indian mission launched in February 2013 (Verron

et al. 2015). The altimeter data were produced and dis-

tributed by AVISO (http://www.aviso.altimetry.fr/) as

part of the Ssalto ground processing segment. AltiKa

was selected for this study because its Ka-band altimeter

has a footprint of about 8 km, compared with 20-km

footprints in the Ku- and C-band altimeters used for the

TOPEX/Poseidon/Jason and ERS/Envisat series. In ad-

dition, in contrast withCyrosphere Satellite-2 (CryoSat-2),

AltiKa flies on an exact repeat orbit, allowing us to re-

move the time-mean sea surface height and to compute

wavenumber spectra from sea surface height anomalies.

Verron et al. (2015) show that wavenumber spectra from

AltiKa agree well with Jason-2 and CryoSat wave-

number spectra for length scales longer than about

70 km. AltiKa reports sea surface height data at 40Hz,

equivalent to about 40 data postings every 7 km, a spa-

tial sampling rate of about 0.177 km. TheAltiKa spectra

for the Drake Passage region are computed from 18

ascending and 18 descending ;460-km-length track

segments (Fig. 1c). Thus, altimeter spectra presented

here represent scales from 0.022 cpkm (460km) to about

2.9 cpkm (;0.35 km).

The data are processed using an approach similar to that

applied to coastal oceanography to edit data and retain

small-scale signals (e.g., Durand et al. 2008; Roblou et al.

2011; Birol et al. 2010). Data are flagged as questionable if

they are outside the parameter ranges specified in Table 1

or if the data quality flags are anything other than ‘‘good’’

[with the exception of European Centre for Medium-

Range Weather Forecasting (ECMWF) data availability,

for which we require a flag of two or less.]

We use the first 20 cycles ofAltiKa data, which extend

from 14 March 2013 to 11 February 2015. Wavenumber

spectra are computed analogously to the ADCP spectra

(section 3).

b. Results

Figure 4 shows the AltiKa along-track wavenumber

spectra of SSH variance. Spectra of ascending and de-

scending tracks are indistinguishable within error bars.

The SSH variance spectra are steeper than k24 at scales

between 60 and 200 km. For scales smaller than 60 km,

AltiKa wavenumber spectra have a stepped structure

that is characteristic of nearly all altimeters (e.g.,

Faugere et al. 2006), with the exception of CryoSat,

which has a narrow footprint. AltiKa spectra are white

for scales between about 15 and 5km and then drop off

in energy before plateauing again to be white at scales

smaller than 2–3km. For scales smaller than 2–3km, the

FIG. 3. ADCP KE spectra for the 58–98-m layer from subtransects to

the north (solid) and to the south (dashed) of the Polar Front.

TABLE 1. Summary of data editing criteria applied to AltiKa data.

Surface type (0 5 ocean or semienclosed sea) 5 0

Number of valid points for range (count) $ 20

Root-mean-square range (m) 0 to 0.2

Sea surface height anomaly (m) # 2

Dry troposphere correction (m) 22.5 to 21.9

Wet troposphere correction (m) 20.5 to 20.02

Ionosphere correction (m) 20.1 to 0.04

Sea state bias (m) 20.5 to 0.0025

Ocean tide (m) # 5

Solid Earth tide (m) # 1

Pole tide (m) # 0.015

Significant wave height (m) 0 to 11

Backscatter coefficient s0 (dB) 3 to 30

Wind speed (m s21) 0 to 30

Off-nadir angle squared (degrees2) 20.2 to 0.015

Rms (s0) (dB) # 1

Number of valid points to compute s0 (count) $ 20
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low-energy white spectra represent instrument noise

stemming from the fact that the AltiKa footprint is

larger than the spacing between measurements, so

consecutive measurements are effectively repeated

looks at the same patch of ocean. The intermediate

white spectrum for scales between about 5 and 15km is

referred to as a spectral hump and is associated with

blooms of normalized radar backscatter s0 or rain con-

tamination (Dibarboure et al. 2014). While there have

been suggestions for strategies to remove the spectral

hump (e.g., Xu and Fu 2012; Zhou et al. 2015) to obtain

consistent spectral slopes, we opt not to apply these

approaches here and instead truncate our spectral in-

terpretation at about 30 km.

5. Some experiments with synthetic data

a. Synthetic velocity fields

We use stochastically generated velocity fields to gain

insight into the interpretation of the ADCP spectra and

to test the accuracy of the spectral Helmholtz de-

composition (section 3). We create two-dimensional

model spectra such that the associated isotropic spec-

tra follow k23
h and k22

h power laws. These spectra are

combined with Monte Carlo–generated random phases

to create synthetic velocity fields [similar to the pro-

cedure employed by Rudnick and Davis (2003)]. We

employ a Helmholtz decomposition to separate the two-

dimensional vector fields into rotational and divergent

components (e.g., Capet et al. 2008). Because we gen-

erate the synthetic data on a two-dimensional regular

grid, the Helmholtz decomposition is efficiently per-

formed in Fourier space (e.g., Smith 2008). We calculate

one-dimensional KE spectra as in section 3. We average

spectra of 1000 independent velocity fields so that for-

mal errors are insignificant.

b. Results

As expected for a purely horizontally rotational

velocity field with a k23
h isotropic spectrum, the across-

track KE spectrum Ĉu is 3 times larger than the along-

track KE spectrum Ĉy, that is, R5 3 (Fig. 5a). Adding a

high-pass (40-km cutoff) component of a horizontally

divergent velocity field with a k23
h isotropic spectrum

produces KE spectra that resemble those from the

ADCP (solid yellow and green lines in Fig. 5b). The

presence of divergent flows at high wavenumbers with

the same level of variance as rotational flows results in

R 5 1 at scales smaller than 40km. At larger scales, the

rotational component dominates.

No doubt, other combinations produce similar spec-

tra. For instance, adding the velocity field with a k23
h

isotropic spectrum to high-pass (40 km) divergent ve-

locity field with a k22
h isotropic spectrum and a variance

that is 25% of that of the rotational flow generates very

similar spectra (dashed yellow and green lines in

Fig. 5c). However, in agreement with the Helmzholtz

decomposition of the ADCP spectra, this simple red

noise analysis suggests that in Drake Passage divergent

motions alter the QG turbulence spectral characteris-

tics. The analysis of the numerical model supports this

interpretation (section 6).

The Helmholtz decomposition of the synthetic data

spectra produces consistent separation into rotational and

divergent components (Fig. 5). The small (;10%) re-

sidual at scales larger than 40km stems from the filtering

process; residuals for purely rotational spectra are much

smaller (Figs. 5b,c). Thus, this experiment with synthetic

data verifies the robustness of the Bühler et al. (2014)

decomposition, provided that the fields have stationary,

homogeneous, and horizontally isotropic statistics.

6. A high-resolution primitive equation model

a. The llc4320 MITgcm simulation

We analyze model output from a primitive equation

(PE) global ocean simulation that resolves mesoscale

eddies, internal tides, and other hydrostatic processes at

scales as small as about 5 km. The llc4320 is the highest

resolution (1/488) of a hierarchy of simulations (where llc

refers to latitude–longitude–polar cap). We use the

84 days of llc4320 model output spanning September

FIG. 4. AltiKa SSH variance along-track wavenumber spectra.

For comparison, also shown is the equivalent spectrum inferred

from the ADCP spectrum by assuming geostrophy.
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2011 through December 2011 that were available at the

start of this study. The model is forced by high-

frequency winds and other surface fluxes and tides (de-

tails in appendixD). The average horizontal grid spacing

in Drake Passage is ;1.1 km.

We emphasize the novelty of the global simulation

analyzed here. In particular, the llc4320 simulation fully

resolves mesoscale eddies and internal tides and admits

some smaller-scale variability. This contrasts with the

simulation analyzed by Sasaki et al. (2014), which has

coarser resolution and neglects tidal forcing altogether.

Thus, while the Sasaki et al. (2014) simulations represent

mainly balanced dynamics, the llc4320 is able to

support a more realistic mix of balanced and ageo-

strophic motions.

We perform our analysis in a subdomain spanning

558–628S, 658–508W (Fig. 1); we chose the eastern and

polar limits to avoid sea ice contamination. Before

computations, we linearly interpolate the fields onto a

regular Cartesian grid (1.15 km3 1.15 km).We compute

one-dimensional wavenumber spectra similarly to the

ADCP, altimeter, and synthetic data estimates (sections

3–5). The spectral resolution is similar to the ADCP

(section 3). The Nyquist wavenumber is ;0.5 cpkm, but

we restrict our discussion to scales larger than the model

viscosity cutoff of ;5km (see dramatic change in spec-

tral slopes in Fig. 7).

We also estimate horizontal isotropic wavenumber

spectra from the model fields. We remove the time-

mean and spatial averages of the horizontal fields. We

then compute the 2D discrete Fourier transform (DFT)

of these fields multiplied by a 2D Hanning window. We

form the spectra by multiplying the Fourier coefficients

by their complex conjugates and averaging over all re-

alizations. We form 2D kinetic energy spectra by sum-

ming spectral estimates of the two velocity components

and dividing by two. The 2D spectra are then in-

terpolated from Cartesian to polar coordinates (in

wavenumber space) and integrated in the azimuthal

direction (e.g., Richman et al. 2012); in performing this

interpolation, we impose low and high wavelength cut-

offs of ;5 and ;500 km, respectively.

b. Results

There are clear inconsistencies between model1 and

ADCP KE spectra (Fig. 6). The model is more than

twice as energetic as the ADCP data, and, among other

differences, the model spectra peaks at about ;150 km,
FIG. 5. Synthetic data KE spectra and its decompositions into

rotational and divergent components for different combinations of

horizontally rotational and divergent flows: (a) k23
h rotational flow,

(b) k23
h rotational flow combined with a high-pass (.40 km) k23

h

divergent flow, and (c) k23
h rotational flow combined with a high-

pass (.40 km) k22
h divergent flow. In (c) the energy level of the

divergent flow is a quarter of the energy level of the rotational flow.

For reference, k22 and k23 curves are plotted (gray lines).

1 KE spectra for zonal wavenumber spectra have very similar

characteristics, with meridional (across track) KE typically larger

than zonal (along track) KE.
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whereas the ADCP Ĉy peaks at;250km. Besides being

based on observations, statistics from the ADCP are

more reliable because they are based on realizations

taken over 13 yr as opposed to 84 days of model simu-

lation. There are too few independent realizations in

84 days of simulation to produce robust spectra at low

wavenumbers (see appendix B). Model KE spectra

should be interpreted with these caveats.

First, we assess the degree to which the fast-tow as-

sumption and the block averaging of the ADCP data

affect the spectra. We reorder the model output so that

the end of a transect represents data sampled 2 days after

its beginning. To mimic the ADCP measurements, we

sample transects starting half from the north and half

from the south. At scales smaller than 150km, the spec-

trum of this ‘‘LMG-sampled’’ model velocity (solid green

line in Fig. 7) is indistinguishable from the spectrum of

the instantaneous field (red line in Fig. 7). Similar results

hold for the along-track spectrum (not shown). For in-

stance, spectral slopes at scales between 40 and 150km

change from 22.51 6 0.12 to 22.52 6 0.12 for Ĉu and

from22.516 0.12 to22.366 0.12 for Ĉy;R changes from

1.99 6 0.05 to 1.87 6 0.05. Block averaging the sampled

fields decreases the KE at scales smaller than 20km,

slightly steepening the spectrum at high wavenumbers

(dashed yellow and green lines in Fig. 7). Thus, the ali-

asing of rapidly evolving flows due to the ship’s finite

velocity does not change significantly the spectral slopes.

Model KE spectra lack a systematic depth de-

pendence in the upper 200m (Fig. 8), consistent with the

ADCP KE spectra (Fig. 2). The model spectra are,

however, flatter than the ADCP KE spectra at scales

between 10 and 200 km; the model spectral slopes are

flatter than k23 but steeper than k22. Also consistent

with the ADCP spectra, the model along-track spectra

Ĉy are flatter than the across-track spectra Ĉu, and the

average ratio of across-track to along-track spectra R is

;1.9 at scales between 40 and 150 km. At small scales,

however, Ĉu and Ĉy do not collapse into a single curve.

Instead, the along-track component Ĉy dominates at

scales smaller than 25km, consistent with the domi-

nance of the divergent component K̂f (yellow lines in

Fig. 8). Conversely, the rotational spectrum K̂c domi-

nates at scales larger than 40km. The local peak in di-

vergent KE is likely associated with low-mode internal

tides (see discussion in section 7).

Removing high-frequency motions significantly

changes the model KE spectral characteristics and the

partition into rotational and divergent components. KE

spectra of daily averaged fields (dashed lines in Fig. 8)

are much steeper than the spectra of hourly fields (solid

lines in Fig. 8). For instance, in the 106–202-m layer, at

scales between 40 and 150 km, the spectral slope changes

from 22.58 6 0.12 to 22.87 6 0.12 for the across-track

component Ĉu. Moreover, the ratio of across-track to

along-track R increases from 2.01 6 0.05 for hourly ve-

locity to 3.12 6 0.10 for daily averaged fields. The

ageostrophic motions are efficiently removed by daily

FIG. 6. Comparison between ADCP (solid) and model (dashed)

spectra for the 58–98-m layer. For reference, k22 and k23 curves

are plotted (gray lines).

FIG. 7. Model KE spectra at the surface. The figure depicts

spectra for hourly (red), and the LMG-sampled and block-

averaged fields (blue and green lines). For reference, k22 and k23

curves are plotted (gray lines).
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FIG. 8. Model along-track wavenumber KE spectra for the 25–60-m layer: (a) hourly; (b) daily averaged;

(c) comparison of KE spectra of daily averaged fields for three layers and model isotropic KE spectra at the surface,

(d) hourly and (e) daily averaged; and (f) comparison of residual spectrumwith theGarrett–Munk spectrum at 100m.

In (c), solid lines represent across-track KE spectra, and dashed lines represent along-track KE spectra. Shades

represent 95% confidence limits. For reference, k22 and k23 curves are plotted; in (f) the Garrett–Munk spectrum is

plotted with 1.4 times the energy level in Munk (1981).
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averaging the fields. The rotational component K̂c

dominates at scales larger than 10km. The spectra of

daily, averaged velocity in the 10–150-km range have

characteristics consistent with predictions of isotropic

interior QG turbulence (e.g., CF13).

Conclusions based on analyses of the model isotropic

spectra are consistent with results from the one-

dimensional model spectra. The KE spectra of hourly

fields follow a power law between k22
h and k23

h (Figs. 8d–f).

Removing high-frequency motions suppresses high-

wavenumber variability; the spectra of daily averaged

fields are steeper than k23
h , reminiscent of QG turbulence

(e.g., CF13).

A Helmholtz decomposition of the two-dimensional

velocity fields shows that a significant fraction of the

spectral flattening at high wavenumbers stems from

horizontally divergent, ageostrophic motions. The ro-

tational component of the KE spectrum approximately

follows a k23
h power law at scales between 10 and 150 km.

At the surface, the spectrum of the divergent flows peaks

at about 150 km. These ageostrophic flows account for

about 20% of the KE at scales between 10 and 150 km,

and they contain about half of the KE at scales smaller

than 40 km. Divergent flows dominate the KE at scales

smaller than 20km. High-frequency motions account

for a significant fraction of divergent flows. This suggests

that the divergent component is dominated by inertia–

gravity waves. The KE spectra of daily averaged fields

are consistent with those of rotational fields. Moreover,

the residual isotropic KE spectrum (hourly minus daily

averaged) has a shape consistent with theGarrett–Munk

spectrum at scales between 10 and 100km (Fig. 8f).

To further assess the interpretation that most of the

ageostrophic high-wavenumber flows are accounted for

by inertia–gravity waves, we calculate a horizontal

wavenumber–frequency spectrum. Focusing on the

high-frequency content, we estimate the spectrum every

10 days and average the results to form the spectral es-

timate. Because the spectrum is horizontally isotropic,

we also integrate over the azimuthal direction. The re-

sults show that at scales larger than 100 km there is a gap

between the energetic low-frequency (subtidal) flows

and the high-frequency flows [Fig. 10 (see below)]; no

clear gap exists at smaller scales. At scales smaller than

40km, 49% of the KE is accounted for flows with fre-

quencies larger than 0.9f. Most of this high-frequency

energy is spread about the dispersion relationship of

linear inertia–gravity waves (Fig. 10).

The KE spectrum computed from velocities di-

agnosed from SSH is consistent with surface velocity

fields at scales larger than 40km (Fig. 8d). At scales

between 10 and 40km, the KE spectrum of velocities

computed from SSH is essentially white noise because

geostrophy does not hold for a significant fraction of the

flows at these scales. Daily averaging the SSH fields

suppresses ageostrophic motions, and the KE spectrum

of velocities diagnosed from SSH approximately

follows a k23
h power law, consistent with the spectrum of

daily averaged velocities.

The shape of the KE spectra and the partition of the

flow into rotational and divergent components show

little depth dependence in the upper 1000m. The main

difference is that KE spectra at 1000m (not shown) lack

the sharp peak in the spectra of divergent motions at

100 km. The spectra of daily averaged fields show a

small, but statistically insignificant, depth dependence

(the spectra steepens at depth; see Fig. 8c).

Similar conclusions are drawn from SSH variance

spectra (Fig. 9). The variance spectrum of hourly SSH

fields is roughly consistent with predictions of isotropic

interior QG turbulence at scales between 40 and 150 km.

The SSH variance spectrum dramatically flattens at

scales smaller than 40km. Removing high-frequency

flows by daily averaging the SSH fields suppresses high-

wavenumber variance (Fig. 9). The spectra of daily

averaged SSH approximately follow a k25
h power law

between 10 and 150 km.

To assess the fraction of SSH variance due to co-

herent tides, we remove tidal frequencies using t-tide

(Pawlowicz et al. 2002). In Drake Passage, tidal motions

dominate the SSH variability, accounting for 50%–80%

of the SSH variance. But the majority of this variability

is due to barotropic tides, which project onto scales

FIG. 9. Isotropic wavenumber SSH variance spectrum. Shades

represent 95% confidence limits. For reference, k23/2 and k25

curves are plotted (gray lines).
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larger than 200 km. There is insignificant tidal variability

at scales smaller than 40km (Fig. 9). Similar results are

obtained by detiding the velocity fields (not shown).

Hence, most of the high-wavenumber ageostrophic

variability is likely due to a continuum of inertia–gravity

waves and other ageostrophic flows.

7. Discussion

In strong baroclinic currents, the stretching term as-

sociated with themean flow vertical shear dominates the

quasigeostrophic potential vorticity (QGPV) gradient

(e.g., Tulloch et al. 2011). Background available poten-

tial energy is converted into eddy KE through baroclinic

instability locally in wavenumber–frequency space (the

fastest growing mode dominates the conversion). In QG

turbulence, the KE spectrum is then filled through triad

interactions that result in an inverse energy cascade

and a direct enstrophy cascade (e.g., Salmon 1998).

Based on a local, linear, QG stability analysis of cli-

matological fields, Tulloch et al. (2011) classified both

the ACC and the Gulf Stream in the same regime. This

regime is characterized by a deep reversal in the QGPV

gradient that drives interior QG baroclinic instabilities.

In Drake Passage, we estimate the mean deformation

radius from cDrake in situ observations (Chereskin et al.

2012) to be ;16km and the wavelength of the most

unstable modes to be about 188km (see appendix E).

This is roughly consistent with estimates of Tulloch et al.

(2011) based on very smooth climatologies, which sug-

gest that the most unstable mode is about twice the

deformation scale: Linst 5 23 2p3 16’ 200 km. This

forcing scale (or injection scale) is roughly the lowest

wavenumber in the range of scales analyzed in our study.

Indeed, the emerging picture of the ACC in Drake

Passage has similarities to the one drawn from the

ADCP observations in the Gulf Stream (Wang et al.

2010; CF13). As in the Gulf Stream, the spectral slopes

2, n, 3 are reminiscent of predictions of isotropic QG

turbulence in the enstrophy inertial range (Wang et al.

2010; CF13). The ratio of across-track to along-track KE

energies R significantly departs from the expectations of

isotropic interior QG turbulence (R5 n; Charney 1971;

CF13) at scales as large as ;150 km. The inconsistency

between theoretical prediction and the ADCP KE

spectra is dramatic in the 10–40-km subrange where we

find R ’ 1.

The decomposition of the KE spectra into horizon-

tally rotational and divergent components in conjunc-

tion with analyses of stochastically generated velocity

fields and data from the llc4320 simulation indicate that

horizontally divergent flows are responsible for the dif-

ference between R and n. This interpretation is

consistent with the analyses of the ADCP data in

physical space; the eccentricity of variance ellipses is

typically small (Lenn et al. 2007), and thus it is unlikely

that the fact that R , 3 stems from anisotropies in the

flow. However, Lenn et al. (2007) interpret the fact that

the ratio of along-passage to across-passage (their co-

ordinate system that is roughly across track/along track)

velocity variance spectrum is larger than 1 as evidence

for anisotropy. While anisotropies may also lead to R 6¼
1, differences in one-dimensional KE spectra are ex-

pected in isotropic QG turbulence (Charney 1971;

CF13). If large-scale eddy flows were markedly aniso-

tropic in Drake Passage, this characteristic would re-

main in the daily averaged fields. Instead, model spectra

of daily averaged velocity are consistent with predictions

of isotropic interior QG turbulence (e.g., CF13).

The SSH variance spectrum from theAltiKa altimeter

is consistent with ADCP and model spectra at scales

larger than about 70 km. At scales between 70 and

200 km, the AltiKa spectrum in Drake Passage is con-

sistent with TOPEX/Poseidon/Jason spectra in other

high eddy kinetic energy regions (Le Traon et al. 2008;

Xu and Fu 2012). We interpret this steep spectral slope

as consistent with predictions of isotropic interior QG

turbulence. The change in slope in the AltiKa spectrum

at scales between 30 and 70km is consistent with the

shallowing of the model SSH variance spectrum due to

ageostrophic flows (see Figs. 4, 9). However, the AltiKa

spectral flattening should be interpreted with care at

these small scales. We were unable to distinguish be-

tween noise and ageostrophic flows based only on along-

track snapshots of SSH.

In Drake Passage, ageostrophic motions appear to be

dominated by inertia–gravity waves. The wave–vortex

decomposition of Bühler et al. (2014) using the Garrett–

Munk spectrum of inertial–gravity waves yields consis-

tent results. Of course, the validity of this decomposition

depends strongly on the assumptions that the Garrett–

Munk spectrum accurately depicts the wave fields in the

Southern Ocean. Previous studies suggest a rough uni-

versality of the Garrett–Munk spectrum (Munk 1981),

and the residual numerical model isotropicKE spectrum

(hourly KE spectrum minus daily averaged spectrum) is

also roughly consistent with the shape of the Garrett–

Munk spectrum (Fig. 9). Furthermore, a significant

fraction of the high-wavenumber KE is spread about the

dispersion relationship of linear inertia–gravity waves

(Fig. 10). Thus, while all these assumptions are not

strictly true, it is unlikely that the Bühler et al. (2014)
decomposition is misleading, particularly in the low- and

high-wavenumber ends of the spectrum where geo-

strophic flows and inertia–gravity waves dominate,

respectively.
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The Garrett–Munk spectrum does not account for

tidal peaks. We can estimate the horizontal scale of the

nth-mode internal tide using the hydrostatic linear

inertia–gravity wave dispersion relationship:

L
n
; 2p3R

n
/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2/f 20 2 1

q
, (2)

where Rn is the nth deformation radius; v and f0 are the

tidal and the inertial frequencies. For the first-mode M2

tide v’ 1.413 1024 rad s21, and using the mean inertial

frequency f0 ’ 1.25 3 1024 rad s21, we obtain;146 and

;195km for model and cDrake stratification, re-

spectively. In the model, this is the peak in the KE

spectra of horizontally divergent motions (the solid

yellow line in Fig. 8a) and peak in the residual spectrum

(the solid blue line in Fig. 8f).

The low-mode internal tides are significantly aniso-

tropic, and the Bühler et al. (2014) decomposition may

not be very accurate at that peak. In the model, the low-

mode internal tides are generated on the continental

slope off the southern tip of South America. An ani-

mation of vertical velocity shows that the low-mode in-

ternal tides are significantly scattered and distorted as

they propagate into the passage, generating small-scale

inertia–gravity waves that are more isotropic. Indeed,

tidal flows account for an insignificant fraction of the

ageostrophic variability at scales smaller than 40km.

That ageostrophic motions may contribute signifi-

cantly to the upper-ocean variability should not be a

surprise (e.g., Ferrari and Wunsch 2010; Wunsch 2013).

Analysis of a global model with embedded tides suggests

that high-frequency motions significantly flatten the

near-surface spectra (Richman et al. 2012). By com-

paring spectra of high-pass and low-pass fields in dif-

ferent regions, Richman et al. (2012) argue that internal

tides dominate the ageostrophic signal in SSH; the effect

of ageostrophic motions are dramatic in well-known

internal tide hot spots (e.g., in the vicinity of the Ha-

waiian archipelago; Richman et al. 2012). The present

study indicates that ageostrophic flows also contribute

significantly to the upper-ocean variability in high eddy

KE regions. Moreover, the ageostrophic signal is largely

nontidal at scales smaller than 40km.

Interior geostrophic turbulence and inertia–gravity

waves coexist at scales between 10 and 200 km, with the

former dominating at scales larger than 100 km and the

latter dominating at scales smaller than 40km. In both

ADCP and model KE spectra there is no plateau sug-

gesting separation of QG turbulence from ageostrophic

flows. Indeed, there is an approximate equipartition of

the KE between vortex and wave components between

40 and 100km. A gap could appear in the vertical

wavenumber spectra of other quantities such as shear

and strain variance (Pinkel 2014). The extent to which

inertia–gravity waves and geostrophic flows interact to

generate theobserved spectradeserves further investigation.

There is growing observational evidence for the im-

portance of other mixed layer intensified motions that

develop in response to mesoscale straining; these mixed

layer submesoscale motions are ubiquitous features of

the upper ocean (e.g., Shcherbina et al. 2013). These

flows scale roughly with mixed layer deformation radius

(Thomas et al. 2008). In Drake Passage, we estimate

Lml 5 NmlHml/jf0j 5 100 3 2.8 3 1023/1.25 3 1024 ’
2.3 km, whereNml is the mean stratification frequency in

the mixed layer from Argo climatology [dataset pro-

duced by Roemmich and Gilson (2009)] and Hml is the

mean mixed layer depth. Given this scale, it is likely that

mixed layer submesoscales are only marginally, if at all,

resolved by the ADCP data and the llc4320 simulation.

Moreover, the lack of statistically significant depth de-

pendence in the shape of both model and ADCP spectra

and in the partition into rotational and divergent com-

ponents suggest that mixed layer–confined flows are

subdominant in the range of scales considered here.

As discussed in section 3, the ADCP data do not fully

resolve the horizontal spectrum of inertia–gravity

waves. While the exercise of sampling the model re-

sults to mimic the ADCP data suggests insignificant

aliasing, block averaging the data slightly reduces the

variance at high wavenumbers, and inertia–gravity

waves may be only marginally resolved by the ADCP

FIG. 10. Horizontal wavenumber frequency spectrum of KE at

100m. The solid line is the dispersion relationship for inertia–

gravity waves integrated over vertical wavenumber, and the dashed

lines indicate tidal and inertial frequencies. The inertial frequency

is based on the mean latitude of the domain (about 598S).
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data (section 6). While block averaging the ADCP data

every 5 km may slightly steepen the KE spectra, the

spectra would be unlikely to change from k25/3 to k23.

Indeed, the model spectra are inconsistent with SQG

turbulence, which predicts flat KE spectra at the surface

(k25/3) and steeper spectra at deeper levels (CF13; see

also appendix F).

Finally, the upper ocean is also host to many other

flows. For instance, stratified turbulence may be im-

portant in the pycnocline, whereas Langmuir cells may

take place in the upper part of the mixed layer. These

‘‘sub-submesocale’’ flows (,1 km) are not resolved by

our dataset. The extent to which these flows change the

high-wavenumber end of the submesoscale range re-

mains to be investigated.

8. Conclusions

We remind the reader of the limitations of this study.

Ocean turbulence theories, the Bühler et al. (2014) de-
composition, and the Garrett–Munk spectrum assume

stationary, horizontally homogeneous and isotropic sta-

tistics; we also make the first two assumptions when av-

eraging multiple realizations to produce the spectral

estimates. In applying the second step of the Bühler et al.
(2014) decomposition, we assumed that the Garrett–

Munk spectrum provides an accurate representation of

the inertia–gravity wave spectrum in the SouthernOcean.

None of these assumptions are strictly true in the real

ocean. Furthermore, the formal, statistical error bars

shown with the spectra do not account for unresolved

variance in theADCPor altimeter data nor do they allow

for missing physics in the model. Nevertheless, this study

provides the first robust description of the upper-ocean

mesoscale to submesoscale horizontal wavenumber

spectra in the SouthernOcean and attempts to explore its

partition into geostrophic flows and inertia–gravity

waves. Our main conclusions are as follows:

d At scales between 10 and 200 km, the upper-ocean

(0–200m) horizontal wavenumber spectra in Drake

Passage are consistent with isotropic interior QG

turbulence masked by unbalanced motions.
d AltiKa altimeter data do not fully resolve all scales

from 10 to 200 km but are consistent with ADCP

spectra for scales larger than about 70 km.
d In Drake Passage, ageostrophic motions account for

about half of the near-surface kinetic energy at scales

between 10 and 40km and are likely dominated by

inertia–gravity waves.
d Model results indicate that ageostrophic motions

significantly imprint on the surface, accounting for

about half of the sea surface height variance at scales

between 10 and 40km.

Isotropic interior QG turbulence theory appears to

be a relevant framework near strong baroclinic currents

(Wang et al. 2010; CF13; this study), although it is only

part of the governing dynamics at mesoscales to sub-

mesoscales. A robust assessment of the eddy variability

in terms of turbulence theories, however, requires

evaluation of the transfers of energy and enstrophy

across different scales (e.g., Richman et al. 2012). The

present observations prohibit estimation of such

diagnostics.

The present results have implications for high-

resolution altimeters, for example, the upcoming Sur-

face Water and Ocean Topography (SWOT) mission.

Unbalanced flowsmay upset the estimation ofO(10)-km-

resolution surface geostrophic velocities with low noise-

to-signal ratios. That is, the high-wavenumber sea

surface height variability may represent a different,

ageostrophic, physical regime. This problem deserves

further investigation.
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APPENDIX A

ADCP Error Budget

The accuracy in the ADCP relative velocity is esti-

mated as (RD Instruments 1996)

s
rel

5
1:63 105

F3D3
ffiffiffiffi
N

p , (A1)

where F is the frequency of the sonar,D is the size of the

vertical bin, and N is the number of pings averaged to

form the relative velocity estimate. For the LMG

ADCP, F 5 153.6 kHz and D 5 8m. The ADCP sam-

pling rate is 1Hz; thus, N 5 300 for 5-min averages.

Hence, srel ; 7.5 3 1023m s21.

The GPS system has an accuracy of ;5m. Averaging

over Dt 5 5min yields an estimate for the error stem-

ming from position accuracy ofspos5
ffiffiffi
2

p
3 5/Dt’ 2.43

1022m s21. Hence, the random error in the 5-min ab-

solute horizontal velocity estimates is

s
abs

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
rel 1s2

pos

q
’ 2:53 1022 m s21 . (A2)

Block averaging the 5-min data every 5 km (;17min

for a mean ship velocity Vship 5 10kt ’ 5ms21) de-

creases the error as 1/
ffiffiffiffiffiffiffiffiffi
17/5

p
’ 0:54. Thus, the in-

strumental error in the 5-km absolute velocity is

;1.35 3 1022m s21 ; O(1) cm s21.

Besides random error, there is also a potential bias

stemming from errors in the gyroscope. This error is

corrected when processing the raw data in CODAS us-

ing theGPS heading that appears to be accurate to,0.18
(see appendix 3 of Firing et al. 2011). An estimate of this

bias is thensbias5Vship3 sin(0.18)’ 7.23 1023m s21;
O(1) cm s21. It is likely that this bias does not signifi-

cantly affect spectral slopes and the ratio of across-track

to along-track KE spectra.

APPENDIX B

Confidence Limits in Spectral Estimates

To estimate confidence limits (CLs), we assume that

the Fourier coefficients are normally distributed and

consequently that their magnitudes squared are x2

distributed (e.g., Bendat and Piersol 2010). The average

separation between the end of one transect and the start

of the next is ;13 days. This is about the velocity de-

correlation time scale in Drake Passage as estimated

from deep moorings (Bryden 1979). In the upper ocean,

velocity decorrelates faster; the integral time scales

estimated from the model are ,8 days. Given that less

than 30% of consecutive transects are separated by less

than 6 days, and only 10% by less than 4 days, we

consider each transect as an independent realization of

the spectrum (see also Lenn et al. 2007). We consider

only one independent realization per transect within

each layer. Employing these criteria yields N 5 116,

119, and 55 independent realizations of the spectrum

for the 26–50-, 58–98-, and 106–202-m layers, re-

spectively; gaps are ubiquitous in deeper bins. For

altimetry, we assume each satellite pass to be in-

dependent. We consider 32 ascending and 32 descend-

ing ground pass segments and make use of the first 20

cycles of the AltiKa mission, and after removing satel-

lite passes with flagged data, this results in N 5 518 for

descending ground tracks and N 5 519 for ascending

ground tracks.

To calculate the number of independent realizations

of one-dimensional llc4320 simulation spectral esti-

mates, we first estimate time and length integral scales

from autocorrelation functions for daily averaged fields

(e.g., Bendat and Piersol 2010). We obtain, on average,

;34 and;45 km for decorrelation length scales of zonal

and meridional components, respectively; the mean time

scales are ;7 and ;6 days. Using the largest/longest

spatial/time scale yields 200 independent realizations of

the one-dimensional spectrum.

As for the isotropic spectra, considering the largest

time scale yields 10 independent realizations of the 2D

spectra. Given the redness of the spectra, this is likely an

underestimate for relatively small-scale motions; high-

wavenumber motions are typically faster than low-

wavenumber ones. (The exceptions are tides, which

have relatively low horizontal wavenumbers but evolve

relatively fast.) We then further assume that motions

in the 20–100- and 10–20-km subranges decorrelate on

2.5 and 1 days, respectively. These criteria yield 10, 40,

and 80 independent realizations of the isotropic spectra

for above 100-, 20–100-, and 10–20-km subranges,

respectively.

APPENDIX C

Details of the Helmholtz and Wave–Vortex
Decompositions of One-Dimensional KE Spectra

To decompose the across-track Ĉu/2 and along-track

Ĉy/2 kinetic energy spectra into rotational K̂c and di-

vergent K̂f components, we first compute the spectral

functions F̂c and F̂f by solving the coupled system

(Bühler et al. 2014):

k
dF̂f

dk
2 F̂c 52

Ĉy

2
, and k

dF̂c

dk
2 F̂f 52

Ĉu

2
. (C1)
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The system (C1) can be solved analytically, imposing

that all spectra and spectral functions vanish at k 5 ‘
(Bühler et al. 2014):

F̂c(s)5
1

2

ð‘
s

[Ĉu(s) cosh(s2s)1 Ĉy(s) sinh(s2s)] ds ,

(C2)

and

F̂f(s)5
1

2

ð‘
s

[Ĉu(s) sinh(s2s)1 Ĉy(s) cosh(s2s)]ds ,

(C3)

where we made the following change of variables

s 5
def

logk, and
d

ds
5 k

d

dk
. (C4)

Contrary to Bühler et al. (2014), we use u (not y) for the

across-track velocity component.

We evaluate the integrals (C2) and (C3) numerically

using Simpson’s rule. Of course, we do not know Ĉu

and Ĉy at very small scales, and we stop the integration

of (C2) and (C3) short of ‘. Hence, the Bühler et al.
(2014) decomposition is not very accurate at very high

wavenumbers. The rotational K̂c and divergent K̂f

spectra are computed from the spectral functions F̂c

and F̂f and the KE spectra Ĉu and Ĉy (Bühler et al.

2014):

K̂c(k)5

�
12 k

d

dk

�
F̂c 5 F̂c 2 F̂f 1

Ĉu

2
, (C5)

and

K̂f 5

�
12 k

d

dk

�
F̂f 5 F̂f 2 F̂c 1

Ĉy

2
. (C6)

For the wave–vortex decomposition, we use the

Garrett–Munk spectrum (Munk 1981) to obtain the ra-

tio F̂c
W(k)/F̂f

W(k) for the inertia–gravity waves (Bühler
et al. 2014). Munk (1981) gives an empirical expression

for the total energy spectrum:

E
GM

(v, j)5E
0
B(v)H(j) , (C7)

where E0 is a constant;

B(v) 5
def

C
2f

pv
(v2 2 f 20 )

21/2,

ðN(z)

f

B(v) dv5 1, (C8)

where C is a normalization constant; and

H(j)5
(j2 1 j2*)

21

�
‘

1

(j2 1 j2
*
)21

. (C9)

Note that Munk (1981) assumes an exponential strati-

fication profile with e-folding vertical scale h:

N(z)5N
0
ez/h , (C10)

where N0 is the buoyancy frequency at the base of the

mixed layer and approximates the WKB vertical wave-

number by

m(z)’
p

h

N(z)

N
0

j . (C11)

Also, in (C8) v is the frequency, related to the hori-

zontal and vertical wavenumbers by the dispersion

relationship

v2(k2
h 1m2)5 k2

hN
2 1m2f 20 . (C12)

We can write the GM spectrum as a function of the hori-

zontal wavenumber kh using the dispersion relationship

E
GM

(k
h
, j)5E

GM
(v, j)

dv

dk
h

. (C13)

To calculate the ratio F̂f/F̂c, we first notice that plane-

wave inertial–gravity waves obey a simple relation-

ship between the total energy spectrum E(kh, m) and

the spectrum of the horizontal velocity potential f,

associated with the horizontally divergent part of the

flow. The kinetic energy spectrum of inertia–gravity

waves is

K̂
W
(k

h
,m)5

�
11

f 20
v2

1
k2
h

m2

�
k2
hĈ

f
W(k

h
,m), (C14)

where we used Ĉc 5 (f 20 /v
2)Ĉf. The potential energy is

P̂
W
(k

h
,m)5

N2

v2

k4
h

m2
Ĉf

W(k
h
,m). (C15)

Adding (C14) to (C15), and using the dispersion re-

lationship (C12), we obtain

Ê
W
(k

h
,m)5

�
11

k2
h

m2

�
k2
hĈ

f
W(k

h
,m). (C16)

Making the hydrostatic approximation (i.e., ignoring

the k2
h/m

2 above) results in an error of less than 1% at

scales larger than 10 km. To obtain F̂f
W(k) we sum on

j and transform the spectra from two-dimensional,
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horizontally isotropic to one-dimensional spectrum

(e.g., Bühler et al. 2014). We obtain

F̂f
W(k)5

1

p

ð‘
jkj
�
j

E
GM

(k
h
, j)

k2
h 1k4

h/m
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
h 2 k2

q
dk

h
. (C17)

Similarly,

F̂c
W(k)5

1

p

ð‘
jkj
�
j

f 20
v2

E
GM

(k
h
, j)

k2
h 1 k4

h/m
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
h 2 k2

q
dk

h
. (C18)

The integrals in (C17) and (C18) are evaluated numer-

ically using Simpsons’s rule. Given that the divergent

component K̂f(k) is assumed to be only due to inertia–

gravity waves, Ff(k)5Ff
W(k), and a full wave–vortex

decomposition is achieved (Bühler et al. 2014):

Ĉy
W(k)

2
5

f 20
v2
+(k)

F̂f 2 F̂c 1
Ĉy

2
, (C19)

and

Ĉu
W(k)

2
5

�
11 k

d

dk

�
f 20

v2
+(k)

��
F̂f 2

f 20
v2

+(k)

 
F̂c 2

Ĉy

2

!
.

(C20)

Equations (C19) and (C20) follow from (C1), and

f 20 /v
2
+(k)5

def
F̂c

W /F̂f
W (Bühler et al. 2014). Note that only

f 20 /v
2
+(k) needs to be differentiated. Finally, the vortex

(geostrophic flow) components are obtained by sub-

traction Ĉu
V 5 Ĉu 2 Ĉu

W and Ĉy
V 5 Ĉy 2 Ĉy

W .

APPENDIX D

Details of the llc 4320 Simulation

The llc4320 simulation is based on a global ocean and

sea ice configuration of the Massachusetts Institute of

Technology general circulation model (MITgcm;

Marshall et al. 1997; Hill et al. 2007) and uses a

latitude–longitude–polar cap (llc) grid (Forget et al.

2015). The MITgcm was spunup in a hierarchy of in-

creasing horizontal resolutions with 90 vertical levels

(details in Table D2). The simulation analyzed here is

the highest resolution, llc4320, with a time step of 25 s.

The prognostic model variables are saved at hourly

intervals. (Control files and details of the high-

resolution llc model setups and forcing files are available

at http://mitgcm.org/viewvc/MITgcm/MITgcm_contrib/

llc_hires.)

Surface fluxes are from the 0.148 ECMWF atmo-

spheric operational model analysis, starting 2011. The

surface fields include 10-m wind velocity, 2-m air tem-

perature and humidity, downwelling long and shortwave

radiation, and atmospheric pressure load. These fields

are converted to surface fluxes using the bulk formu-

lae of Large and Yeager (2004) and the dynamic/

thermodynamic sea ice model of Losch et al. (2010).

The model also includes tidal forcing for the 16 most

significant components that are applied as additional

atmospheric pressure forcing (A. Chaudhuri 2014,

personal communication).

APPENDIX E

Linear Stability Analysis

We perform a standard local and linear quasigeo-

strophic stability analysis (e.g., Tulloch et al. 2011) to a

base state derived from the cDrake experiment

(Chereskin et al. 2012; see Fig. E1). The velocity profile

is a 4-yr time mean estimated at a location in the Polar

Front in Drake Passage from daily objective maps of

geostrophic velocity using a two-dimensional array of

current- and pressure-recording inverted echo sounders

from the cDrake experiment (Firing et al. 2014). The

buoyancy profile is a 4-yr time-mean at the same lo-

cation from daily maps of acoustic travel time. An

empirical lookup table of hydrographic properties

constructed from nearly 600 CTD and Argo profiles in

the cDrake region is used to convert the mean travel

time to a corresponding buoyancy profile (Chidichimo

et al. 2014).

The structure of the growth rate curves is roughly

aligned with the mean velocity profile (Fig. E2). The

most unstable has a wavelength of about 188 km, with a

growth rate of about 0.17 day21. These instabilities are

Phillips-like modes (e.g., Tulloch et al. 2011) associated

TABLE D2. Details of the llc spin-up hierarchy. In this study, we analyze a subset of the llc 4320 simulation is analyzed.

Simulation Resolution Time step (s) Period Tides

ECCO2 adjoint method estimate 1/68 1200 January 2009–December 2011 No

llc1080 1/128 90 January 2010–July 2012 No

llc2160 1/248 45 January 2011–April 2013 Yes

llc4320 1/488 25 September 2011–December 2011 Yes
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with a deep sign reversal of the background potential

vorticity gradient.

APPENDIX F

Depth Dependence of SQG KE Spectra for Drake
Passage Stratification

The vertical structure of SQG solutions x(z;kh) is

governed by (e.g., LaCasce 2012)

d

dz

�
f 20

N2(z)

dx

dz

�
2 k2

hx5 0, (F1)

subject to inhomogeneous Neumann boundary condi-

tions at the surface that represent surface buoyancy

variations:

dx

dz
5 1 at z5 0. (F2)

We assume zero buoyancy anomalies at the bottom:

dx

dz
5 0 at z52H , (F3)

where kh 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 1 l2

p
is the magnitude of the horizontal

wavenumber, and N(z)/f0 is the local stratification/

inertial frequency.

We generate a SQG-like surface KE spectrum and use

the SQG vertical structure F(z; kh) to investigate its ver-

tical structure. The SQG vertical structure F(z; kh) is

computed by solving (F1)–(F2)–(F3) using a second-order

finite difference scheme. We use the average in situ

stratification based on 76 top to bottom CTD profiles

from the cDrake experiment (Chereskin et al. 2012). As

expected, the KE spectrum steepens at depth (LaCasce

2012). For instance, the KE spectra in the 10–50-km

FIG. E1. Base state used in the linear stability calculations.

FIG. E2. Growth rate inhorizontalwavenumber space.Thewavenumbers

are normalized by the deformation scale (2p 3 16 km).
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subrange approximately follow a power law between k22
h

and k23
h in the 106–202-m layer (Fig. F1).

In summary, a small (but systematic) steepening in KE

spectrumwould bepresent in the upper 200m if SQGflows

dominated the upper-ocean variability in Drake Passage.

Both ADCP and model KE spectra lack such systematic

depth dependence (see sections 3 and 6) and therefore are

inconsistent with predictions of SQG turbulence.
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