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ABSTRACT

When interior mixing is weak, the ocean can support an interhemispheric overturning circulation on iso-

pycnals that outcrop in both theNorthernHemisphere and a high-latitude southern circumpolar channel. This

overturning cell participates in a salt–advection feedback that counteracts the precipitation-induced surface

freshening of the northern high latitudes. The net result is an increase in the range of isopycnals shared

between the two hemispheres, which strengthens the overturning circulation. However, if precipitation in the

Northern Hemisphere sufficiently exceeds that in the Southern Hemisphere, the overturning cell collapses

and is replaced by a cell circulating in the opposite direction, whose southern end point is equatorward of the

channel. This reversed cell is shallower and weaker than its forward counterpart and is maintained diffusively.

For a limited range of parameters, freshwater hysteresis occurs and multiple overturning regimes are found

for the same forcing. These multiple regimes are, by definition, unstable with regard to finite-amplitude

disturbances, since a sufficiently large perturbation can affect a transition from one regime to the other. Both

overturning regimes show pronounced, nearly periodic thermohaline variability on multidecadal and mul-

ticentennial time scales. The multidecadal oscillation is expressed in the North Hemisphere gyre and driven

by a surface thermohaline instability. Themulticentennial oscillation has the character of an interhemispheric

loop oscillation. These oscillations mediate transitions between overturning regimes by providing an internal

source of finite-amplitude disturbances. As the diffusivity is reduced, the reverse cell becomes weaker and

thus less stable to a given perturbation amplitude. This causes the width of the hysteresis to decrease with

decreasing diffusivity.

1. Introduction

The Atlantic meridional overturning circulation

(AMOC) is a planetary-scale pattern of oceanic flow re-

sponsible for about 1 PW (1PW 5 1015 Watts) of north-

ward heat transport in the Atlantic Ocean (Ganachaud

and Wunsch 2003; Talley 2013). Changes in the North

Atlantic climate have been clearly accompanied by

changes in the AMOC (McManus et al. 2004; Liu et al.

2009), with the causal relation going in both directions.

Particularly significant changes in the North Atlantic

climate are possible if the AMOC is bistable, since

perturbations may cause the AMOC to transition to a

new stable regime (Rahmstorf 2000). The possibility of

multiple stable AMOC states was first noted by

Stommel (1961) and ascribed to a salt–advection feed-

back where the flow itself maintains the high northern

salinity necessary for deep-water formation by drawing

salty subtropical waters northward. The salt–advection

feedback has since been shown to lead to multiple

AMOC equilibria in models of increasing complexity:

from zonally averaged ocean models to intermediate

complexity climate models with fully three-dimensional

ocean general circulation models [see Rahmstorf et al.

(2005) for a review]. In models, the transition from one

stable AMOC state to the other is often initiated by a

freshwater perturbation added to the northern deep-

water formation region (‘‘hosing’’ experiments). Fresh-

water hystereses are rarely observed in fully coupled
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climate models (Schmitner et al. 2005; Schlesinger et al.

2006), leading Hofmann and Rahmstorf (2009) to specu-

late that the tuning required to make these models pro-

duce realistic climates leads to excessively stable AMOCs.

The overturning circulation in Stommel’s (1961) box

model is necessarily diffusively driven, since each box is

assumed to be completely and instantaneously mixed.

The majority of hosing experiments since Stommel

(1961) have also operated in a diffusive regime, either

through large explicit diapycnal diffusivities, advection

schemes with large implicit numerical diffusivities, or

substantial implicit diapycnal diffusion due to large

horizontal, rather than isopycnal, mixing (Hofmann and

Morales Maqueda 2006; Hofmann andRahmstorf 2009).

In the diffusive regime, the AMOC is driven by the

density difference between the subpolar North Atlantic

and the upwelling end point (either the subtropics or the

SouthernOcean); in this context, the advection of salt by

the circulation reinforces the density difference set by the

temperature distribution (Stommel 1961; Rooth 1982;

Bryan 1986; Cessi and Young 1992; Rahmstorf 1996).

Observations (Ledwell et al. 1993; Kunze and Sanford

1996;Gregg et al. 2003;Kunze et al. 2006;Waterman et al.

2014) suggest that the mixing rate in the World Ocean is

sufficiently low that the AMOC is quasi-adiabatic, with

flow in the Atlantic basin largely along isopycnals. In this

context, the SouthernOcean (SO) wind-driven upwelling

plays a significant role in powering the circulation

(Toggweiler and Samuels 1995; Marshall and Speer 2012;

Talley 2013). For a given SO wind stress, the strength of

the quasi-adiabatic AMOC is controlled by the range of

surface buoyancy common to the Antarctic Circumpolar

Current (ACC) and the Northern Hemisphere (NH)

(Wolfe andCessi 2010, 2011; Nikurashin andVallis 2012).

Wolfe and Cessi (2014) have shown that, in the quasi-

adiabatic regime, the salt–advection feedback increases

the range of surface buoyancies shared between theACC

and the NH (i.e., decreases the pole-to-pole buoyancy

difference), strengthening the AMOC. This effect is the

opposite of the traditional salt feedback mechanism in

the diffusive regime, which increases the buoyancy dif-

ference between the hemispheres.

The dominant role of the Southern Ocean in the

AMOC has led some authors to argue that the quasi-

adiabatic AMOC is monostable (e.g., Gnanadesikan and

Toggweiler 1999; Keeling 2002; Nof et al. 2007); however,

several theoretical (Johnson et al. 2007; Fürst and

Levermann 2012; Cimatoribus et al. 2014) studies and

experiments with coupled climate models (Hofmann

andRahmstorf 2009) have shown that the quasi-adiabatic

MOC does, in fact, possess multiple stable states.

This paper reports a series of hosing experiments

using a general circulation model in a simplified domain,

representing theAtlantic sector of theWorldOcean and

subject to idealized forcing. We consider smaller diffu-

sivities than Hofmann and Rahmstorf (2009) and the

absence of a Pacific Ocean results in a circulation that is

necessarily less diffusive than could be obtained in a

global model. The existence of multiple regimes is found

to be robust in the quasi-adiabatic AMOC and is at-

tributed to the action of the salt–advection feedback.

The multiple regimes found in our experiments are

not, in general, equilibria, but show pronounced, nearly

periodic variability on superannual, multidecadal, and

multicentennial time scales. Such intrinsic thermohaline

variability arises spontaneously in idealized ocean cir-

culation models if dissipation is sufficiently weak

(Huang and Chou 1994; Greatbatch and Zhang 1995;

Huck et al. 1999, 2015). The superannual variability is

because of an instability of the equatorial current sys-

tems and does not appear to significantly affect the

MOC. In contrast, the multidecadal andmulticentennial

oscillations are basin-scale modulations in the strength

of the MOC that increase in amplitude near the transi-

tions between MOC regimes. While low-frequency

(particularly multidecadal) thermohaline variability

has been a subject of intense study over the past few

decades [see, e.g., Dijkstra and Ghil (2005), Grossmann

and Klotzbach (2009), and Liu (2012) for reviews], the

relationship between this variability and thermohaline

hysteresis has received less attention. In addition, in-

ternally driven, low-frequency oscillations have been

mostly analyzed in the context of one hemisphere dif-

fusive overturning circulations (e.g., Colin de Verdière
and Huck 1999; te Raa and Dijkstra 2002; Arzel et al.

2006; Sévellec et al. 2010; Dijkstra et al. 2014). Sévellec
et al. (2006) considered an interhemispherical geometry

driven by surface thermal and haline forcing only (no

wind) but found that centennial oscillations are not

sustained in this configuration.

Our approach to this question is to examine the role

of buoyancy forcing, and in particular of the freshwa-

ter flux, in the interhemispheric overturning circula-

tion through a series of idealized process studies using

an oceanic general circulation model. The model and

diagnostics are described in section 2. The emergence

of multiple regimes and hysteresis is discussed in

section 3. The intrinsic time dependence is discussed

in section 4, and concluding remarks are given in

section 5.

2. Model and diagnostics

The model used herein is described in detail in Wolfe

and Cessi (2014); a brief summary of the configuration is

given here for completeness.
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We use the Massachusetts Institute of Technology

general circulation model (MITgcm; Marshall et al.

1997a,b) to integrate the hydrostatic, Boussinesq prim-

itive equations in a rectangular, equatorially centered

b plane with zonal and meridional extents of Lx 5
2500km and 2Ly 5 10 000 km, respectively, and a depth

ofH5 2400m. The model has a flat bottom and vertical

walls, except for the range2Ly # y#23750km, which

is a zonally reentrant channel. The horizontal resolution

is 100km. There are 20 levels in the vertical with

thicknesses ranging from 12m near the surface to 225m

near the bottom.

Tracers are advected using the second-order moments

(SOM) scheme of Prather (1986) and diffused using a

vertical diffusivity that is surface intensified to model an

idealized mixed layer of depth d 5 40m. The vertical

diffusivity has the form

ky(z)5 ka1
1

2
ks

�
11 tanh

�
z1 d

dmix

��
, (1)

where dmix 5 3m, and the surface diffusivity ks 5 5 3
1023m2 s21. Two values for the abyssal diffusivity ka are

considered, both well below the canonical Munk (1966)

value of 1024m2 s21: a moderate-diffusivity (MOD-

DIFF) case with ka 5 2.5 3 1025m2 s21 and a low-

diffusivity (LOW-DIFF) case with ka 5 3.125 3
1026m2 s21. The lowest value of ka is near, but above,

the value at which numerical diffusion due to the SOM

scheme overwhelms explicit diffusion. An analysis sim-

ilar to Griffies et al. (2000) finds that the effective

abyssal diffusivity due to the combination of explicit and

numerical diffusion is 2.9 3 1025m2 s21 in the MOD-

DIFF case and 5.13 1026m2 s21 (6 times smaller) in the

LOW-DIFF case. Thus, the contribution of numerical

diffusion to mixing in these models is small and is not

expected to alter the results in any meaningful way.

A linear equation of state is usedwith buoyancy given by

b5 gau(u2 uref)2 gbS(S2 Sref) , (2)

where u is potential temperature, uref 5 0.58C, S is sa-

linity, Sref 5 35 psu, g is gravitational acceleration, and

the expansion coefficients are au 5 2 3 1024K21 and

bS 5 7.5 3 1024 psu21.

Surface-forcing functions are idealized representa-

tions of the forcing of the Atlantic Ocean. Wind stress is

purely zonal and is shown in Fig. 1. The SST (i.e., the

temperature in the top level) is relaxed with a time scale

of 10 days to the profile

T+(y)5T+
eq cos

2 py

2Ly

1T+
N exp[2(y2Ly)

2/d2T ] , (3)

where T+
eq 5 208C, dT 5 1800km, and the northern

temperature T+
N 5 28C. The short relaxation time scale

ensures that the mixed layer temperature is nearly

clamped to the relaxation profile. Surface freshwater

forcing is represented by a virtual salt flux1 applied in the

top level

F (y)52Sref[P2E2 (P2E)ave] , (4)

where the precipitation P minus evaporation E is

given by

FIG. 1. (top) Zonal wind stress t, (middle) SST relaxation profile

T* given in (3), and (bottom) precipitation minus evaporation P2
E given in (4) as a function of meridional position y. The gray

shaded region gives the latitude band of the channel. In the middle

panel, the horizontal dashed line denotes the temperature at the

northern edge of the channel. The bottom panel gives the range of

possible freshwater flux profiles used in Fig. 4, obtained by varying

DF.

1 Positive salt fluxes increase surface salinity.
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P2E52F0

"
cos

py

Ly

2 aS exp(2y2/d2S)

#
2 2

DF

LxLy

y

Ly

,

(5)

where aS 5 2, dS 5 900km, and (P 2 E)ave is the area

average of P2 E. We use F0 5 0.81myr21 and vary DF
from 20.05 to 0.01 Sverdrups (Sv; 1 Sv [ 106m3 s21) to

break the hemispherical symmetry of the freshwater

flux. The surface-forcing functions are shown in Fig. 1.

The combination of relaxation thermal and fixed-flux

freshwater boundary conditions leads to ‘‘mixed’’

boundary conditions on buoyancy. The use of mixed

boundary conditions dates back at least to Haney (1971)

and reflects the idea that surface heat fluxes tend to re-

move temperature differences between the atmosphere

and ocean while no such feedback exists for salinity.

Some authors have argued that fixed-flux thermal

boundary conditions are more appropriate on decadal

or longer time scales, since the atmosphere’s heat ca-

pacity is so small that surface thermal anomalies should

remain unaffected by atmospheric processes (e.g.,

Zhang et al. 1993). On the other hand, Buckley et al.

(2012) found using a coupled atmosphere–ocean circu-

lation model that decadal thermal anomalies are, in fact,

damped by air–sea interactions. The specification of

surface boundary conditions for long-time-scale ocean

simulations thus appears to be an unresolved issue; we

make use of mixed boundary conditions for their con-

ceptual simplicity and for continuity with previous

studies.

Momentum is dissipated via Laplacian viscosity with

horizontal and vertical coefficients Ah 5 104m2 s21 and

Ay 5 2.53 1024m2 s21, respectively; we employ no-slip

sidewalls and a free-slip bottom augmented by a linear

bottom drag with coefficient r 5 5 3 1026 s21. Because

of the coarse model resolution, baroclinic eddies are

parameterized using the advective form of Gent and

McWilliams (1990, hereinafter GM) and Redi (1982)

isopycnal mixing with equal mixing coefficients KGM 5
500m2 s21; this value was determined by matching the

slopes in the model’s channel with those from an eddy-

resolving simulation in the same domain (Wolfe and

Cessi 2011). GM is implemented using the boundary

value problem scheme of Ferrari et al. (2010) with ver-

tical mode number m 5 2 and minimum wave speed

cmin 5 0.1m s21. The Redi tensor is tapered exponen-

tially to horizontal diffusion in regions of weak stratifi-

cation using the method of Danabasoglu and

McWilliams (1995).

All simulations were run to statistical equilibrium—at

least 5000 yr—and analyses performed on the final

1000 yr, except for the multicentennial oscillations for

which the analysis was extended to 20 000 yr.

a. Residual overturning streamfunction

The overturning circulation is quantified using the

zonally integrated residual overturning streamfunction

c(y, ~b, t)[

ðL
x

0

ð0
2H

yy(x, y, z, t)H[b(x, y, z, t)2 ~b] dz dx ,

(6)

where yy 5 y1 yGM is the total meridional velocity

(the sum of the resolved velocity y and the eddy

velocity from the GM parameterization yGM), and H
is the Heaviside step function. The residual stream-

function c is the zonally integrated transport of

water above the isopycnal b(x, y, z, t)5 ~b. The

‘‘vertical’’ coordinate ~b is buoyancy; the tilde dis-

tinguishes the coordinate ‘‘buoyancy’’ from the

buoyancy field.

For presentation purposes, c is remapped into height

coordinates using the zonal-mean isopycnal height

z(y, ~b, t)[2
1

Lx

ðL
x

0

ð0
2H

H[b(x, y, z, t)2 ~b] dz dx . (7)

In height coordinates, the time-mean residual stream-

function c advects a modified buoyancy b#(y, z) that

satisfies z[y, b#(y, z)]5 z, where the bar denotes the

time mean

� [ 1

T

ðT
0
� dt . (8)

The streamfunction c is constant on b# contours for

purely adiabatic flow (de Szoeke and Bennett 1993;

McDougall and McIntosh 2001; Young 2012).2

Because of zonal buoyancy gradients, the re-

mapping distorts the vertical extent of the mixed

layer. We define an isopycnal labeled by ~b to be in the

mixed layer if

1

Lx

ðL
x

0
H( ~b2 b01 db) dx$ 0, (9)

where b0 is the surface buoyancy, and db 5 1.6 3
1023m s22 is the threshold of Kara et al. (2000); the

mixed layer region is remapped into height coordinates

in the same manner as c.

2 Note that de Szoeke and Bennett (1993) and McDougall and

McIntosh (2001) use the tilde notation ~b to denote the modified

buoyancy, while in Young (2012), and the present text, ~b is the

buoyancy coordinate and b# is the modified buoyancy.
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b. Thickness-weighted average temperature and
salinity

The thickness-weighted average (TWA) temperature

û and salinity Ŝ are time and zonally averaged at con-

stant buoyancy (de Szoeke and Bennett 1993). They are

defined as

(û, Ŝ)(y, ~b)[
1

Lx

ðL
x

0

ð0
2H

(u,S)d(b2 ~b) dz dx , (10)

where the thickness weight s[ ›~b
z, and d is the

d function. The TWA fields û and Ŝ are remapped into

height coordinates in the same manner as c.

c. Cross-equatorial heat transport

The integral of the residual streamfunction in buoy-

ancy space gives the meridional buoyancy transport

Fb(y, t); that is,

Fb(y, t)[

ð
cd ~b5

ðL
x

0

ð0
2H

yyb dz dx . (11)

The buoyancy transport across the equator Fb(0, t) is

thus an integral measure of the strength of the inter-

hemispheric component of c. In the present experiments,

the thermal contribution to Fb(0, t) is two orders of

magnitude larger than the haline component, soFb(0, t) is

simply proportional to the cross-equatorial heat trans-

port, defined as

FQ [

ðL
x

0

ð0
2H

cpr0y
yujy50 dz dx , (12)

where cp 5 4 3 103 J kg21K21 is the heat capacity. We

use FQ as an index for the strength of the in-

terhemispheric circulation because it reflects the trans-

port of properties better than the maximum of c over

the domain (which depends more sensitively than FQ on

the details of the vertical grid).

3. Hysteresis and multiple regimes

When DF5 0, the freshwater flux is symmetric about

the equator and a typical interhemispheric cell is ob-

tained, with a substantial adiabatic component in the

interior. An example is shown in Fig. 2, where c, û, and

Ŝ2 Sref are contoured as a function of y and z in

Figs. 2a, 2b, and 2c, respectively. Notice that, because

of the reduced size of our domain (approximately one-

half the length, width, and depth of the NorthAtlantic),

the residual streamfunction is about a factor of 4

smaller than that observed in the North Atlantic, ac-

cording to the adiabatic scaling (Gnanadesikan 1999;

Wolfe and Cessi 2010; Nikurashin and Vallis 2012;

Wolfe and Cessi 2014)

c;Dbh2c /f , (13)

where Db is the range of buoyancies shared between the

channel region and the Northern Hemisphere, hc is the

depth of the densest shared isopycnal at the northern

edge channel, and f is the Coriolis parameter in the re-

gion of sinking. Because hc increases approximately

linearly with the meridional length of the channel, we

expect the residual streamfunction to scale quadratically

with the basin size.

In Fig. 2, the isopycnals 4.2 3 1023 # b # 11.3 3
1023m s22 are shared between the NH and the channel.

This range is more than twice as large as the range ob-

tained from the thermal contribution alone, which is

externally prescribed by the temperature relaxation

condition. The widening of the range of shared surface

isopycnals is due to the salt–advection feedback: the

FIG. 2. (a) Mean overturning streamfunction c (colors/thin lines

with interval 0.25 Sv) andmodified buoyancy b# (thick lines) for the

LOW-DIFF, DF5 0 Sv case. The thick black line gives an estimate

of the base of the mixed layer. The northern edge of the channel is

denoted by a vertical dashed line. (b) The TWA temperature û

(colors/thin lines) and modified buoyancy b# (thick lines). (c) The

TWA salinity anomaly Ŝ2Sref (colors/thin lines) and modified

buoyancy b# (thick lines).
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northward surface transport of the interhemispheric cell

brings salty water of subtropical origin into the NH

Subpolar Gyre, opposing the tendency due to the sur-

face freshwater flux. Conversely, there is no surface

circulation that opposes the freshening due to the pre-

scribed surface freshwater flux in the Southern Hemi-

sphere (SH) channel; the channel is therefore fresher

than the high latitudes of the NH. This positive feedback

strengthens the MOC relative to the salt-free case as

discussed in Wolfe and Cessi (2014). The asymmetry in

the salt distribution between the high-latitude end

points of the cell increases the range of shared iso-

pycnals Db, which in turn increases the surface north-

ward circulation responsible for the asymmetry,

according to (13). Because of the rapid relaxation of the

surface temperature to a prescribed distribution, the

northward advection by the residual circulation does not

induce a strong asymmetry in the temperature field (cf.

Figs. 2b and 2c). For the parameter range of multiple

regimes shown here, salinity and temperature contribute

equally to the range of buoyancies shared between the

end points of the forward cell, so temperature remains

important in the determination of Db in (13).

If DF is sufficiently negative, the NH surface fresh-

ening prevails over the salt–advection feedback, and

surface isopycnals are no longer shared between the

channel region and the NH. When this happens, the

clockwise interhemispheric circulation collapses and is

replaced by a weak anticlockwise (reverse) in-

terhemispheric cell (cf. Fig. 3a). The channel region does

not participate in the reverse cell because the strong

upwelling in this region would oppose this circulation.

Instead, this middepth cell spans the highest latitudes of

the NH to the region just north of the channel but south

of the SH subtropical gyre, while the channel is occupied

by aDeacon cell extending tomiddepth. This circulation

represents a short circuit of the MOC (Toggweiler and

Samuels 1995; Samelson 2004; Hofmann and Rahmstorf

2009). Because the isopycnals involved in the anti-

clockwise interhemispheric circulation are shallower

than those outcropping in the channel, the reverse cell

and associated deep stratification are weaker than the

forward cell (cf. Fig. 2). In the low-diffusivity regime

examined here and in Hofmann and Rahmstorf (2009),

the forward cell (cf. Fig. 2a) is quasi-adiabatic and

powered by the wind-induced upwelling in the channel

region, while the reverse cell shown in Fig. 3 is diffusive

and avoids the upwelling in the channel. For the reverse

cell, salt is crucial in determining the sense of circula-

tions; salinity controls the direction of circulation

(Figs. 2c), while the interhemispheric differences in the

temperature field (Figs. 2b, 3b) are minimal. This is in

contrast to the forward MOC, where temperature and

salinity are equally important in determining the range

of shared isopycnals [cf. Figs. 3b and 2c and Fig. 11 of

Wolfe and Cessi (2014)].

The switch from the quasi-adiabatic forward cell to

the diffusive reverse cell occurs abruptly as the salinity

asymmetry parameter DF is changed. The abrupt tran-

sition to a qualitatively different circulation as an ex-

ternal parameter is changed smoothly indicates

hysteresis and multiple regimes. This is illustrated in

Fig. 4, where the equatorial heat transport FQ, defined in

FIG. 3. As in Fig. 2, but with DF 5 20.05 Sv.

FIG. 4. The hysteresis curve in theDF2FQ plane for theLOW-DIFF

(blue) and MOD-DIFF (red) cases.
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(12), is plotted as a function of the parameterDF. At two

critical values of DF, a transition occurs in which FQ

changes sign. Although the forcing is changed linearly

and quasi-adiabatically, the response is not steady but

exhibits oscillations around the quasi-steady regimes.

The oscillations dramatically increase in amplitude in

the vicinity of the transitions. Between the two critical

values ofDF, multiple regimes are found; these solutions

are quasi-steady in that they exhibit oscillations around

well-defined fixed points. The solutions with positive

and negative FQ are qualitatively similar to the forward

and reverse solutions found for DF 5 0 (cf. Fig. 2) and

DF 5 0.05 Sv (cf. Fig. 3), respectively. The same be-

havior is obtained if—rather than changing the forcing

quasi-adiabatically in one computation—several com-

putations are performed, each with a different, but fixed,

value of DF.
While hysteresis diagrams of the MOC have been

shown many times before (Stommel 1961; Rooth 1982;

Welander 1986; Bryan 1986; Cessi and Young 1992;

Rahmstorf 1996; Dijkstra 2007; Hofmann and

Rahmstorf 2009), the low-diffusivity regime examined

here leads to a different character of the MOC. We

demonstrate the adiabatic nature of the forward cell in

Fig. 5a, which shows the range of shared surface buoy-

ancy as a function of DF, with DF increased (forward

arrow) and decreased (backward arrow). In both cases,

the switch to the alternative solution is characterized by

the shared surface buoyancy range Db [ bC 2 bN
passing through zero, where bN is the minimum surface

buoyancy in the NH, and bC is the maximum surface

buoyancy in the channel. For the forward cell,

Db represents the range of shared buoyancies, while for

the reverse cell it measures the difference in buoyancies

at the cell end points. This quantity should be contrasted

with the pole-to-pole buoyancy difference bS 2 bN,

where bS is the minimum surface buoyancy in the SH.

The difference bS 2 bN is the key quantity in measuring

the interhemispherical gradient of buoyancy in diffusive

theories (Stommel 1961; Rooth 1982; Welander 1986;

Bryan 1986; Cessi and Young 1992; Rahmstorf 1996;

Dijkstra 2007).

In diffusive theories, the overturning flow is assumed

to be down the mean buoyancy gradient; thus, a positive

overturning should have a positive value of bS 2 bN.

However, the forward cell in our computations flows up

the mean interhemispheric buoyancy difference

(Fig. 5b). Furthermore, the forward cell has a smaller

value of bS 2 bN than the reverse cell, even though it is

stronger. The reverse cell flows down the mean buoy-

ancy gradient (measured equivalently byDb or bS2 bN),

indicating that the reverse cell is diffusively driven, with

an overturning strength that vanishes in the limit ka/ 0.

In summary, the forward and reverse meridional

overturning cells display qualitatively different dynam-

ics in the quasi-adiabatic regime. The forward cell is

powered by the wind stress in the channel region and

flows up the interhemispheric buoyancy gradient. The

reverse cell retreats north of the channel to avoid the

opposing upwelling pull and flows down the in-

terhemispheric buoyancy gradient in a diffusive balance.

The existence of the forward cell relies on surface

buoyancies shared between the channel region and the

NH, whose range is increased by the salt–advection

feedback and opposed by the imposed asymmetric

temperature distribution and freshwater flux.

Figure 4 shows that the range of DF where multiple

regimes exist increases with diffusivity. This result has

been previously discussed by Prange et al. (2003) and

Nof et al. (2007) and has been interpreted as proof that

multiple equilibria can only exist in the diffusive regime

initially envisioned by Stommel (1961). Our compu-

tations differ from those of Prange et al. (2003) and

Nof et al. (2007) in that we consider a single basin

and much lower diapycnal diffusivities (one order of

magnitude smaller). Additionally, we parameterize

mesoscale eddies—which are necessary for a proper

representation of Southern Ocean upwelling—using

the GM scheme. In contrast, Prange et al. (2003) and

FIG. 5. (a) The range of surface buoyancy shared between the

channel region and the NH, defined as the difference between the

maximum buoyancy in the channel minus the minimum buoyancy

in the NH, as a function of DF for DF increasing (forward arrow)

and DF decreasing (backward arrow). (b) The interhemispheric

surface buoyancy difference defined as the difference between the

minimum buoyancy in the SHminus the minimum buoyancy in the

NH as a function of DF.
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Nof et al. (2007) did not explicitly parameterize eddies.

Even for our lowest value of diffusivity, both forward

and reverse cells exist and have distinct amplitudes.

Further reduction of the explicit diffusivity is not

meaningful in z-coordinate models such as those used

here because, at lower values of ka, diffusion due to the

advection scheme destroys tracer variance at a rate

comparable to the explicit diffusive terms.

The question of whether hysteresis disappears in the

limit of zero diapycnal diffusivity cannot be definitively

settled with a time-stepping code such as the one used

here. The evidence presented here, for the lowest dif-

fusivity achievable using one of the least diffusive ad-

vection schemes, is consistent with the notion that

hysteresis persists in the adiabatic limit, as indicated by

the analysis of the simple quasi-adiabatic box model of

Cimatoribus et al. (2014).

4. Spontaneous time dependence

We attribute the diminishing range of hysteresis with

decreased diapycnal diffusivity to the onset of sponta-

neous time dependence, which takes the form of finite-

amplitude oscillations. For the limited region of parameter

space examined, the critical value of DF for the onset of

oscillations is independent of diffusivity for the forward,

quasi-adiabatic cell but moves toward more negative

values as diffusivity is increased for the reverse cell.

In this way, the region of stability of the reverse cell

decreases with diminishing diffusion. This dependence

on diffusivity of the reverse cell’s stability is not sur-

prising, given that this mode of circulation crucially

depends on the interior diapycnal processes. On the

contrary, as discussed in the following, the mechanisms

responsible for the oscillations around the forward cell

are essentially independent of the interior diapycnal

diffusivity.

We now discuss the nature of the oscillations found

around the forward cell, since this case is clearly in the

adiabatic regime and has not been studied previously.

The oscillations found at low diffusivity display three

prominent time and spatial scales; Fig. 6 shows a por-

tion of the time series for FQ. The power spectrum of

FQ (not shown) has two broad peaks centered at 216 3

and 380 6 60 yr accounting for 36% and 42%, re-

spectively, of the variance at subannual frequencies.3

(The errors associated with the determination of the

periods are estimated as the half-width at half maxi-

mum of the peaks.)

To isolate the two quasi-periodic signals, the time

series are filtered into two frequency bands. The filtering

is performed in the time domain by convolution of the

time series with the bandpass taper

h(t; tlow, thigh)5 hL(t; tlow)2 hL(t; thigh) , (14)

where

hL(t; t)5
2c0
t

cos2
pt

t
sin

2pt

t
, for jtj, t

2
. (15)

The normalization constant c05 2Si(p)1 Si(2p), where

Si(z) is the sine integral, ensures that the integral of hL is

unity. The coefficients for each band are given in Table 1.

The spatial patterns associated with the oscillations in

each band are isolated by performing a bivariate re-

gression of each variable against the filtered time series

of FQ and its time derivative. The regression produces

FIG. 6. (a) Time series of the cross-equatorial heat fluxFQ at half-

yearly resolution (thin curves) and low-passed to retain periods of

100 yr or longer (thick curves) for a LOW-DIFF experiment with

DF520.03 Sv on the upper branch of Fig. 4. (b) A 400-yr segment

of the same time series.

TABLE 1. Period parameters (yr) used in the filter (14).

Band tlow thigh

Multidecadal 6 90

Multicentennial 120 1197

Low pass 132 ‘

3 An additional peak is found near the annual period because of

the variance found in superannual equatorial waves leaking into

the subannual band. These waves do not appear to affect the sta-

bility of the MOC and so their discussion is relegated to the

appendix.
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two associated correlation patterns (ACPs; von Storch

and Zwiers 1999) that are 908 out of phase and can

capture propagating patterns. The full oscillation can be

reconstructed by forming appropriate mixtures of the

two ACPs.

a. Multidecadal band

The multidecadal oscillation is qualitatively similar to

the Atlantic multidecadal oscillation (AMO; Kerr 2000;

Hurrell et al. 2006) and consists of a basinwide fluctua-

tion in the strength of the residual circulation wherein

anomalies of c form in the NH Subpolar Gyre and

propagate southward (Fig. 7). The fluctuations in c are

associated with the advection of SST and sea surface

salinity (SSS) anomalies in the NH Subpolar Gyre. The

period of the oscillation is consistent with the time re-

quired for SSS perturbations to be advected around the

subpolar gyre.

Two mechanisms for this type of multidecadal

variability have been described in the literature. The

first mechanism is large-scale baroclinic instability

(Colin de Verdière and Huck 1999; te Raa and

Dijkstra 2002; Dijkstra et al. 2014), whereby buoy-

ancy anomalies generate zonal and meridional ve-

locities in quadrature with each other, leading to a

westward propagation that eventually reverses the

sign of the buoyancy anomaly. The second growth

mechanism only operates under mixed boundary con-

ditions and relies on the positive correlation of SST and

SSS fluctuations to generate buoyancy variance, despite

the damping due to surface thermal relaxation (Weaver

and Sarachick 1991a,b; Weaver et al. 1991, 1993; Arzel

et al. 2006).

Arzel et al. (2006) showed that these two mechanisms

can be distinguished by considering the budget of

buoyancy variance, which—in the quasigeostrophic

context—is proportional to the available potential en-

ergy (APE) of the eddy field (Lorenz 1955). The evo-

lution of buoyancy is governed by

bt 1 uy � $b5D1F (b) , (16)

where uy [ u1 uGM is the sum of the resolved and

parameterized vector velocities, D represents the ef-

fect of diapycnal processes (e.g., diffusion and con-

vection), and F (b) represents the surface flux of

buoyancy. The surface flux term is nonzero only in the

uppermost vertical grid cell. The buoyancy variance

equation

›

›t

1

2
b021$ � 1

2
uyb0252u0b0 � $b1 b0D01b0F (b0) , (17)

where u0 [ uy 2 uy, is found by subtracting the time

mean of (16) and multiplying the result by the per-

turbation buoyancy b0. Integrating over the volume of

the fluid eliminates the divergence term on the lhs,

resulting in

FIG. 7. Residual overturning streamfunction c anomalies

in Sv through the first half period of the multidecadal oscillation

reconstructed from the ACPs in the multidecadal band. The mean

period is 21 6 3 yr based on the location and half width of the

decadal peak in the power spectrum. The panels are 1/16 of

a period apart.
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d

dt

ð
1

2
b02 dV52

ð
u0b0 � $b dV

1Dz1

ð
b00F (b0) dA1

ð
b0D0 dV , (18)

where Dz1 is the thickness of the uppermost vertical grid

cell, and b0 is the surface buoyancy. In a statistically

steady state, the lhs vanishes and the three terms on the

rhs must balance each other. The last term on the rhs is

negative definite since the effect of diffusion is to de-

stroy buoyancy variance; thus, the sum of the first two

terms must be positive.

The first term on the rhs of (17) represents buoy-

ancy variance generated by downgradient buoyancy

fluxes (DGBF). For large-scale flows, this term is

typically associated with baroclinic instability. Spe-

cifically, the horizontal component of the DGBF

2u0hb0 � $hb is proportional to the conversion of mean

APE to eddy APE and the vertical component of the

DGBF 2w0b0 bz is proportional to the conversion of

eddy kinetic energy to eddy APE (e.g., Beckmann

et al. 1994).

If the buoyancy boundary condition is either fixed flux

or fixed value, b00F (b0)5 0, and baroclinic instability is

the only mechanism that can drive large-scale variability

(assuming that Reynolds stresses are negligible on large

scales). However, for the mixed boundary conditions

used in the present experiments,

b00F (b0)5 g2aul
+(bSu

0
0S

0
02auu

02
0 ) , (19)

where l+ 5 (10 days)21 is the temperature relaxation

rate. This surface production term is positive if SSS and

SST are positively correlated and surface buoyancy

perturbations are dominated by salinity perturbations

(Arzel et al. 2006).

The vertical integrals of the production terms in (17)

are shown in Fig. 8 (denoted by angle brackets) for the

NH Subpolar Gyre, and the values of the production

terms, integrated over the NH Subpolar Gyre and the

entire domain, are given in Table 2. In both cases, the

perturbation quantities are defined using the multi-

decadal bandpass filter defined in (14). The NH Sub-

polar Gyre accounts for more than 85% of the variance

produced by DGBF and 88% of the surface buoyancy

variance production.

The conversion of meanAPE to eddyAPE (Fig. 8a) is

largely offset by conversion of eddyAPE to eddy kinetic

energy (Fig. 8b). The net DGBF is characterized by lo-

cally large positive and negative values that integrate

to a small positive value (Fig. 8c; Table 2). Baroclinic

instability thus gives a small but positive contribution to

the buoyancy variance budget. However, the thermal

field is highly damped by surface temperature re-

laxation; the rate of destructure of buoyancy variance by

thermal relaxation exceeds production by baroclinic

instability by almost a factor of 5 (Fig. 8d; Table 2). The

observed multidecadal variability thus cannot be sus-

tained by baroclinic instability alone. Additional buoy-

ancy variance is produced by correlations between SST

and SSS—in fact, this production term dominates the

buoyancy variance budget so that net buoyancy variance

production is positive.

Figure 8 also shows the mean mixed layer depth

(upper panels) and standard deviation of the mixed

layer depth (lower panels). A local maximum in sur-

face buoyancy variance production in the northeast

corner at (x, y) 5 (2050, 4550) km is near where the

TABLE 2. Buoyancy variance production terms integrated over

the region shown in Fig. 8 ( y . 2500 km) and integrated over the

entire domain. The units are m5 s25.

Term Net (y . 2500 km) Net (global)

2u0hb0 � $hb 5.7 7.9

2w0b0 bz 23.3 25.2

2l+g2a2
uu

02
0 211.6 213.3

l+g2b2
Su

0
0S

0
0 31.7 35.0

2u0b0 � $b 2.4 2.8

b0F (b0) 20.1 22.7

Total production 22.5 25.5

FIG. 8. Colors give the vertical integrals of production terms in

the buoyancy variance equation in units of 10212 m3 s25. The terms

shown are (a) horizontal downgradient buoyancy flux, (b) vertical

downgradient buoyancy flux, (c) total downgradient buoyancy flux,

(d) variance destruction by surface thermal damping, (e) variance

production by correlated surface thermohaline perturbations, and

(f) total surface production of variance.Note that the color range of

the lower panels is twice that of the upper panels. Contours give the

mean and standard deviation of the mixed layer depth in the upper

and lower panels, respectively.
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mixed layer is deepest on average and just upstream

of a local maximum in the mixed layer depth

variability.

The vertical/time structure of the thermohaline fluc-

tuations is illustrated in Fig. 9. Temperature and salinity

perturbations are positively correlated with each other

throughout the water column. The signs of the pertur-

bations reverse at the base of the mixed layer and again

below 1250-m depth. This vertical structure is key to

maintaining the oscillation, which proceeds as follows:

The arrival of a salty anomaly (at, e.g., t 5 5 yr) de-

stabilizes the water column, triggering convection. As

the mixed layer deepens, cold water is brought to the

surface from below the mixed layer, further destabi-

lizing the water column and feeding the growth of the

oscillation. (The water below the mixed layer is also

anomalously fresh but sufficiently cold that the thermal

effect dominates.) The mixed layer eventually deepens

sufficiently that convection taps warm water from be-

low z 5 21250m, stabilizing the water column and

shutting off convection. The cycle then repeats with

opposite-signed perturbations and anomalous negative

convection.

b. Multicentennial band

The multicentennial mode is characterized by a

strengthening and weakening of the residual stream-

function c, which is nearly synchronous with latitude

(Figs. 10, 11a). The overturning anomalies are associ-

ated with SSS anomalies that have both an antisym-

metric component (i.e., with opposite signs between

the hemispheres) and a symmetric component

(Fig. 11b). The oscillation is also accompanied by a

periodic widening and shrinking of the regions of sur-

face isopycnals shared between theNH and the channel

(Fig. 12).

SSS anomalies are dominated by the antisymmetric

component; the leading EOF of the antisymmetric

FIG. 9. Depth–time contours of (a) temperature (gauu
0) and

(b) salinity (gbSS
0) perturbations in the decadal band, in buoyancy

units, in the northeastern corner of the domain, where surface

production has a local maximum. The (unfiltered) mixed layer

depth is plotted in black.

FIG. 10. Residual streamfunction anomalies in Sv through the

first half-period of the multicentennial oscillation reconstructed

from the ACPs in the multicentennial band. The mean period is

380 6 60 yr. The panels are 1/16 of a period apart.
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part of the zonally averaged SSS captures 67% of the

total variance (Fig. 11b). The principal component

(PC) of the antisymmetric SSS is in phase with the PC

of the leading EOF of the residual overturning. The

second EOF of the symmetric component of the sa-

linity anomaly is in approximate quadrature with the

residual overturning; c lags the salt signal by

about 86 yr.

Our model diagnostics indicate that c is dominated

by an interhemispheric circulation that is symmetric

around the equator both in the time-mean state (cf.

Fig. 2a) and in the time-dependent fluctuations (cf.

Fig. 11a). In contrast, the symmetric and antisym-

metric components of the salinity field have com-

parable contributions both in the time-mean state

(cf. Fig. 2c) and in the time-dependent anomalies

(cf. Fig. 11b). The multicentennial oscillations found

in our computations do not have the relaxation–

oscillation character described in Sévellec
et al. (2010).

The phase relations between the fluctuations

of c and SSS suggest a simple model that considers

the evolution of the zonally (but not time) averaged

salinity in the surface mixed layer Sm(y, t). In the

mixed layer, salinity is assumed to be independent

of z and the evolution of its zonal average is

governed by

D›tSm 1cD(y, t)›ySm 52F 1 ›y(Dk›ySm) , (20)

where cD is the residual overturning at the base of

the mixed layer, and k is the mixed layer diffusivity

associated with the Redi coefficient. The mixed

layer model assumes a balance between the advective

flux of salt at the bottom of the mixed layer,

given by 2›y(›zcDSm), and a horizontal salinity flux

given by ›z(›ycSm), accompanied by horizontal dif-

fusive fluxes2k›ySm. When integrated over the depth

of the mixed layer D, the salinity budget becomes

(20). Because of convective adjustment, D is larger

than the imposed depth of the mixed layer d, defined

in (1), and it is in general time and space dependent.

However, in the following we will consider it a

constant.

A predictive model relating cD to Sm will not be ex-

plicitly considered here, as it is the subject of future

studies. Instead, we use the mixed layer salinity budget

[(20)], together with the diagnostics of our numerical re-

sults, to build a conceptual model of the multicentennial

oscillation inspired by the Howard–Malkus–Welander

FIG. 11. Structure functions of the (a) first symmetric EOF of c and (b) the first antisym-

metric (blue) and symmetric (green) EOFs of zonally averaged surface salinity. Insets give the

variance explained by each of the EOFs. The EOFs are calculated in latitude/buoyancy space

but plotted in height coordinates. This remapping results in a loss of the perfect symmetry that

was present in the y–b plane.
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loop model (Malkus 1972; Welander 1986). We thus

proceed to examine the predictions of (20), assuming

that we can project the symmetric and asymmetric

EOFs of Sm and cD onto simple sines and cosines;

that is,

Sm 5 [G1 ss(t)] cos(py/L)1 [D1 sa(t)] sin(py/L),

cD 5C1c0(t) . (21)

For cD, we chose the simplest form of symmetric

functions: a constant in space. The terms C and c0

denote the steady-state and time-dependent com-

ponents of cD, respectively; G and D denote the

steady-state components of the symmetric and anti-

symmetric parts of Sm, respectively, while ss and sa
are the time-dependent fluctuations. Substituting

(21) into (20) and projecting onto the spatial modes,

we obtain

_ss 1
p

DL
(C1c0)(D1 sa)52

p

DL

ðL
2L

F (y) cos(py/L) dy2
p2k

L2
(G1 ss),

_sa2
p

DL
(C1c0)(G1 ss)52

p

DL

ðL
2L

F (y) sin(py/L) dy2
p2k

L2
(D1 sa) . (22)

The positive correlation between the principal compo-

nents of c0 and of the antisymmetric salinity indicates

that c0 5 lsa, with l. 0. This relation is consistent with

our finding that c increases as the buoyancy difference

FIG. 12. SSS anomaly (colors) and total surface buoyancy (thin black contours) snapshots during the multicentennial oscillations. The

thick black lines mark the boundaries of the surface isopycnals shared between the NH and the channel region. In the Northern

Hemisphere, the southern edge of the shared isopycnals is marked by the position of the buoyancy at the northern edge of the channel b5
bc. In the SouthernHemisphere, the northern edge of the shared surface buoyancy is b5 bc, and the southern edge is the lowest buoyancy

on the northern boundary of the domain b 5 bN. The panels are 1/4 of a period apart.
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between the channel and the northern boundary bC 2
bN increases (cf. Figs. 4 and 5). Assuming that c0 � C
and (sa, ss) � (G, D), the evolution equations for the

fluctuations are4

_ss 1
p

DL
(C1 lD)sa52

p2k

L2
ss , (23)

_sa2
p

DL
(Css 1 lGsa)52

p2k

L2
sa . (24)

The system (24) is consistent with our finding that c0 (or,
equivalently, sa) lags the symmetric salinity anomaly ss
by about one-quarter of an oscillation period. Thus, (24)

describes an oscillator with frequencyvr and growth rate

vi given by

vr 5
p

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

D2
(C1 lD)2

p2l2G2

4D2
1

pk

DL
lG

s
,

vi5
plG

2DL
2

p2k

L2
. (25)

The important point is that if l and G are both positive—

as is the case in our computations—and large enough to

overcome the damping due to diffusion, then growth is

possible. The arrangement of (l, G) . 0 is the opposite

of the original Howard–Malkus–Welander loop where

both these quantities are negative, but both cases lead to

growth. In the interhemispherical generalization of the

Howard–Malkus–Welander loop considered by Sévellec
et al. (2006), the parameterG in (25), whichmeasures the

symmetric component of the time- and zonally averaged

SSS, is set to zero and thus growth is not possible. In our

case, Fig. 2c shows that the zonally averaged SSS

has both a symmetric and antisymmetric component

(i.e., G 6¼ 0) and growing oscillations around this mean

state are possible. Figure 2c should be contrasted with

Fig. 3c where the SSS in the diffusive (reverse) cell is

dominated by the antisymmetric component. In the

adiabatic regime, the time-mean MOC is related to

the symmetric component of the buoyancy (i.e., the

shared buoyancy values), while in the Howard–

Malkus–Welander loop the interhemispheric circula-

tion depends only on the antisymmetric buoyancy

component (i.e., it is down the buoyancy gradient).

Although the forward circulation never shuts down in

the range of parameters of Figs. 10 and 12, near the

critical point of transition between the forward- and

reverse-cell regimes, the multicentennial oscillations

increase in amplitude enough to shut off the forward (or

reverse) cell. In this sense, the multicentennial oscilla-

tion mediates the transition between the regimes (cf.

Fig. 4) of forward and reverse circulations.

5. Summary and conclusions

Oscillations on decadal and centennial time scales

around multiple regimes are found in a model of the

quasi-adiabatic overturning circulation. The essential

elements for a quasi-adiabatic cell are isopycnals that

surface in the high latitudes of both hemispheres,

connecting a region where the flow is ‘‘pulled’’ by the

Ekman suction in one hemisphere more than the other.

The strongest pulling is affected in the reentrant region

of the SH, leading to a forward cell with interior adia-

batic flow along the shared isopycnals and diabatic flow

in the surface mixed layer. This mechanically driven

adiabatic cell is a globally attracting point in phase space

around which trajectories cluster. However, it is also

possible to have a reverse cell with shallow pulling in the

subpolar region of the NH for the same set of parame-

ters. This cell avoids the reentrant region in the SH and

is wholly confined to the semienclosed portion of the

domain. This reverse cell appears to be diffusively bal-

anced, with amplitude vanishing in the limit where the

interior diffusivity goes to zero.

The coexistence of both cells for some values of the

forcing is due to the salt–advection feedback. With a

symmetric freshwater forcing pattern of freshening in

high latitudes and evaporation in the subtropics, the

forward interhemispheric cell brings salt to the high

latitudes of the NH. When the NH is warmer than the

SH, this transport widens the range of surface isopycnals

that are shared between the hemispheres, increasing

the circulation. If the interhemispheric asymmetry of the

prescribed freshwater fluxmakes the SH denser than the

NH, the salt–advection feedback can also reinforce a

cell in the opposite direction. The salt–advection feedback

does not increase the density differences between hemi-

spheres, unlike in the diffusive regime (Stommel 1961;

Rooth 1982). In both the diffusive and quasi-adiabatic

regimes, the salt–advection feedback is positive—it re-

inforces the circulation.

For an intermediate range of the freshwater flux

asymmetry parameter, multiple regimes are found. For

the low diffusivity used here, there are no steady states

but rather regimes in which quasi-periodic solutions

oscillate around a point in phase space. Because the

amplitude of the oscillations increases with decreasing

diffusivity, it is not possible to determine the full range

of parameters where hysteresis exists using a model that

4 The steady-state salinities G and D are determined by the

leading order balance of (23), given the dependence of C on the

salinity and other parameters, a process whose study is deferred to

future work.
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time steps the equations of motion. We conjecture

that the range of multiple states is wider than what we

found but that the states are unstable to oscillatory

perturbations.

We find that the oscillations peak at three time scales:

superannual, multidecadal, and multicentennial scales.

The three time scales also have distinct spatial struc-

tures. The superannual component is an equatorially

trapped wave generated by baroclinic instability of the

tropical gyres. The multidecadal component of the os-

cillation is characterized by perturbations that are con-

fined to the NH Subpolar Gyre that arise from a surface

thermohaline instability.

The multicentennial oscillation is expressed in both

hemispheres with large-scale patterns of SSS that have

opposite signs in the semienclosed portions of the op-

posing hemispheres. The multicentennial oscillation

arises because a symmetric component of SSS anoma-

lies is generated by advection of antisymmetric anom-

alies. The symmetric SSS anomalies are in quadrature

with the antisymmetric component. Antisymmetric

SSS anomalies are amplified by advection of the large-

scale equator-to-pole salinity gradient by time-

dependent increase/decrease of the interhemispheric

cell. Because the latter is positively correlated with the

antisymmetric component of the SSS, growth is possi-

ble for weak enough diffusion. The alternating increase

and decrease of the overturning strength leads to os-

cillations that, for large enough amplitude, switch to

the regime of reverse overturning. Indeed, the ampli-

fication of the multidecadal and multicentennial oscil-

lations is an indication of the impending transition to a

different regime and potentially an index for antici-

pating abrupt change.
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APPENDIX

Superannual Oscillation

Figure A1a shows a small segment of a time series of

FQ in a LOW-DIFF experiment with DF 5 20.03 Sv

and the MOC in the ‘‘forward’’ state (cf. Fig. 4). Os-

cillations with a period of approximately a year are

evident, modulated on interannual and multidecadal

time scales. The high-frequency signal (Fig. A1b) is the

difference between the unfiltered time series and the

time series low-passed using the filter in (14) with

tlow 5 5 yr and thigh 5 ‘. We will refer to the high-

frequency signal as the ‘‘annual-band’’ signal, even

though it contains range of periods centered on the

annual period.

The forcing is steady and no seasonal modulation is

imposed, so the emergence of an annual time scale is

purely coincidental and not associated with the seasonal

cycle. Indeed, the period of the oscillation is 354 days—

slightly shorter than a year—with a harmonic at

179 days. The associated meridional velocity field is

shown in Figs. A2 and A3. The spatial structure

resembles a second baroclinic mode equatorial Rossby

wave with zonal and meridional wavenumbers 3 and 1,

respectively, ‘‘leaning’’ into the horizontal and vertical

shear. The disturbance propagates westward at an av-

erage speed of about 0.03m s21.

An equatorial Rossby wave with zonal andmeridional

wavenumbers k and n propagating through an un-

sheared, resting fluid has phase speed

cR52
b

k2 1 (2n1 1)b/c
, (A1)

where c is the phase speed associated with the ver-

tical mode number (Gill 1982). In the present case,

c ’ 0.8m s21, so cR ’ 0.16m s21, which is significantly

faster than the speed the disturbance shows in

Figs. A2 andA3. The observedwave is also broader than

FIG. A1. (a) Time series of cross-equatorial heat flux FQ for the

same experiment shown in Fig. 6 but at a temporal resolution of

18.25 days to show the annual cycle. (b) The annual-band compo-

nent of the time series shown in (a).
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an unsheared Rossby wave, with the maximum velocity

found at jyj ’ 650km rather than at jyj 5 LR, where

LR5

ffiffiffi
c

b

r
(A2)

in the equatorial Rossby radius; here, LR ’ 191 km.

These discrepancies can be explained by noting that

the disturbance is propagating in a horizontally and

vertically sheared background flow, which has been

shown to slow and broaden equatorial Rossby waves

(Philander 1979).

The origin of this mode is an instability of the tight

tropical gyre driven by the wind stress imposed near the

equator (cf. Fig. A2). Analysis of the time-mean Ertel

potential vorticity

q5 ( f 1 z)bz2 yzbx1 uzby (A3)

shows a reversal in the meridional gradient of q, with neg-

ative qy in the region of westward flow of the tropical gyres

(Fig. A4). Maxima of the baroclinic conversion ratewb are

found just below and equatorward of the sign reversal of qy
and are collocated with the maximum amplitude of the

disturbance (Fig. A4b), indicating that the origin of this

mode is likely baroclinic instability of the vertically sheared

tropical gyres (the horizontal shear production terms are

negligible). The equatorial deformation radius LR is mar-

ginally resolved in this coarse-resolution model, allowing

the instability, and its associated time dependence, to de-

velop. Similar modes have been described by Cox (1985),

who found periods of 100 and 50 days. These periods are

shorter than in our case, likely because the southern

FIG. A3. Zonal section of the leading EOF of annual-band me-

ridional velocity shown at y 5 600 km (colors with arbitrary scale)

andmean zonal velocity (contours with interval 2 cm s21); negative

contours are dashed and the zero contour is omitted. Note the

change in vertical scale below 400m.

FIG.A4. (a) Kinetic energy of the high-passed flow in 1023 J kg21

(colors) and mean zonal velocity (contours). The contour interval

is 10 cm s21; negative contours are dashed, and the zero contour is

gray. (b) Baroclinic conversion rate wb of the high-passed flow in

1029W kg21 (colors) and mean Ertel potential vorticity q (gray

contours). The contour interval is 53 10210 s23; negative contours

are dashed. The thick black contours show where the meridional

gradient of the EPV changes sign. Both panels are meridional

sections at x 5 650 km.

FIG. A2. Plan view of the leading EOF of annual-band meridi-

onal velocity shown at 100-m depth (colors with arbitrary scale)

and barotropic streamfunction (contours with interval 2 Sv; nega-

tive contours are dashed). The second EOF is identical to the first

but shifted a quarter wavelength in space. The leading pair ex-

plain 94% of the global variance of meridional velocity in the

annual band.
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boundary of Cox’s model was located at the equator, pre-

cluding thedevelopmentof strong shear in the tropical gyres.
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